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ABSTRACT

SPECTROSCOPY OF MIDDLE CHARGE STATE HIGH-Z IONS

IN THE ULTRAVIOLET FOR PLASMA DIAGNOSTICS

Stevcn Bryan Utter

Doctor of Philosophy, December 11, 1999

(M.S., Auburn University, 1996)

(B.S., Eastern Kentucky University, 1992)

Directed by Eugene J. Clothiaux and Peter Beiersdorfcr

The quest for the creation of an economica|ly feasible thermonuclear fusion energy

reactor is still active after many decades of research. Modern machines produce plas-

mas which are both hotter and more dense than those created 30 years ago and future

devices promise to continue this trend. Paramount to this research is the capability

to adequately measure certain parameters of the plasma such as temperature, den-

sity, impurity concentration and radiation loss. This dissertation reports three sets

of spectroscopic measurements frown intermediate charge state of high-Z ions, which

have been perforined at the Electron Beam Ion Trap (EBIT) facility of the Lawrence

Livennore National Laboratory1, relevant to the development of spectral plasma di-

agnostics and to tire understanding of radiative energy loss from heavy impurity ions

of today’s and future fusion devices: measurements of W radiation from 40 85/l,,

precision measurenlents along tire Cu isoelectronic sequence, and UV spectroscopy of

Ti-like W. The results arc also compared to the best available theoretical calculations.
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1 INTRODUCTION

The goal of achieving cconomically significant amounts of energy from controlled

thermonuclear reactions is one of the driving forces in the study of plasma physics.

Plasma diagnostics is the term used for the study of plasma parameters in order

to deduce information about the state of the plasma from observations of physical

processes and their etfccts [1]. There arc numerous techniques available to the ex-

perimentalist to gather information about the state of the plasma inside of a plasma

device. For example, the nmgnctic field strength in the plasma can be measured by

inserting coils and probes into the plasma itself and ion processes can be studied with

probing beams of heavy particles. Bo~h of these measurements are classified as intru-

sive, or active, measurements, since the insertion of foreign material directly affects

the properties of the plasmas themselves and the interpretation of data must take

this into account. Passive measurements arc most often prcfered, especially in such

situations as when the insertion of a probe is not only impractical, but impossible.

The high temperatures achieved in the fusion plasma may preclude the possibility of

the insertion of probes. It is for this reason that spectroscopy, the passive study of

electro-magnetic radiation cnfittcd fi’om the plasma, has taken a leading role in the

diagnosti(:s of pre.sent generation filsion devices and will continue to be a necessary

t~ol to achieve the goal of energy production in future generation nmchincs.

This dissertation is organized as follows: Chapter 2 gives a brief description of the

motivation for the measurements made for this dissertation and an overview of the

curreut state of theory and experiment for each related topic. In Chapters 3 and 4
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are found a thorough description of the equipment used to create the intermediate

charge state ions - EBIT - and the spcct.roscopic instrumentation built as part of this

work to make the obscrw~tions. The follo~ving three chapters offer detailed theory,

experimental technique, a~td analysis of the three mcasure,nents: a survey of W

spectra in the EUV, precise mcasureme,~ts of the Cu-likc rcsom~.ncc transitions f,’om

Z = 70 to Z = 92, and the study of a Ti-likc transition in the ,~car UV predic~.ed to

have untlstlal Z-scaling behavior. The fi,ml chapter sum,narizcs all eft the work and

puts it in the perspective of plasma diagnostics.



2 PLASMA DIAGNOSTICS

Present day plasma devices typically operate with electron temperatures in the range

of 1-.5 kcV with densities varying from 1012 - 1014 electrons/era~ for tokamak plasmas

to 101" - 10~a cleci.rons/cm:* f(~r laser produced plaslnas. It is anticipated that future

plasma devices will be cvcn hotter and more dense, and therefore there is a continuing

need for the development of plasma diagnostics to address the needs of these present

and fitturc devices. Of particular interest, in this work is the study of the spectra of

imcrmediate charge state ions which can be used in the study of future general:ion

l~)w-density, high-~cmpcraturc devices. Such ions are in the upper half of the periodic

t~blc and have ionization energies in the range 1-6 kcV. Under such conditions as

will be present in these plasnm devices, high-Z elements will be partially ionized, but

will typically have a few to many electrons still l~ound to the nucleus. For i~stal~(:e,

tungstcu, which has seventy-four electrons in its neutral state, will achieve a (:barge

star.(, of W~-s~ (forty-six electrons remaining) when ionized t)y electrons with energy

near 1 kcV, and a charge state of W~’:~+ (fifteen electrons remaining) if the bombarding

electron energy is raised to 6 kcV. Though no hard, fast rule will bc established here

to dc.signatc "intermediate charge states", it is this type of ion which is discusst,d

llel’~2.
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2.1 Tungsten in the EUV

Of particular interest in plans for future generation fusion devices, such as the Interna-

tional Thermonuclear Experimental Reactor (ITER), is the spectroscopy of tungsten

(W) ions in the intermediate charge state regime. Presently in tokamaks, in-vessel

components, including the divcrtor and the first wall, arc typically constrncted out of

low-Z materials such as carbon or beryllium [2]. This choice arose Olti; Of ~;l~e realiza-

tion during the testing of first generation mkamaks that high-Z material emitted from

the chamber walls penetratcd into the ccnter portion of the plasma and radiated a

large fract.ion of the power [3]. Attempts made to correct for this deleterious effect by

adding small amounts of neon or oxygen as a buffer were insufficient and the choice

was made to incorporate lower-Z material surfaces. Sputtered particles fl’om flmse

become fully stripped and then no longer radiate at typical tok~mak plasma temper-

attires. These real, trials, however, will not satisfy the more s~ringent requirements of

higher-energy machines duc to their large sputtering and cvaporation rates, as well

as their inability to dissipate the intense heat load anticipated in ITER [,1]. Some of

the requirements of the plasma facing materials shotfld be [5]:

¯ high heat conductivity and capacity

¯ high melting point and large thermal shock resistance

¯ good machining properties

¯ little degradation of the thcrmophysical properties with time and use

¯ low activation and transmutation due to 1.’t MeV neutron flux

¯ low ])crmancnt t.ritium rctcntion
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¯ low erosion due to impact tw plasma ions and neutrals

¯ low erosion due to local effects such as electrical arcs or hot spots

¯ low self-sputtering

¯ low energy loss by radiation in the central plasma region

Though not all of these properties can be found in nny single material, high-Z ~na-

tcrials such as W satisf), most of the criteria. Recent studies have been conducted

which suggest that W should in fact be the material of choice, at least for divcrtors

and similar structures that bear particularly high heat loads and are exposed to the

plasma [2, 4, 5, 6]. Therefore, it is necessary to have available precise measurements

of the spectra of W ions, suitable for comparison to theory, for calculation and deter-

minations of particle transport and impurity radiative power loss rates. In plasmas

with electron temperatures roughly between 0.3 < T~ < 2 keV more than lmlf of the

total energy emitted by W is expcctcd to fall in the wavelength band of 30 - 70 A, a

region of the electro-magnetic spcctrmn known as the EUV [3].

Some a~omic spectroscopic data from W in the EUV has previously been published.

For instance, high-~’csolution measurements of selected radiative transitions from Fc-,

Co-, Cu-. and Zn-like W ions have been made using laser-produced plasma,s [7, 8,

9]. Other spectroscopic investigations of W in the EUV have been perfornmd using

tokamaks and report the presence of pscud~continua or bands of radiation as well

as isolated lines [3. 10, 11, 12]. These lines are expected to arise from overlapping

N-shell (n = 4) transition arrays of successive intermediate charge states in W (~+

- W~r" ), but the measurements were unable to resolve the closely spaced lines. In

addition to these measurements, detailed calculations have been pcrfornmd of the
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transition wavelengths, oscillator strengths, and collisional-radiativc line intensities

for W ions from Co-like W4~~ to I~b-like Wa~ [13].

Even though there is an extensive list of measurements and calculations for inter-

mediate charge state W ions., the da~a is: none-the-less: incornplete. For instance:

the high-resolution measurements obtained with laser-produced pl~mas arc compli-

cated by the fact that many charge states of W are present simultaneously. Since the

transitions from successive ions are very similar in nature,-- low-/ valench electrons

experience similar screening: even as the number of core electrons of higher I may

differ .- they also often occur at nearly the same wavelengths. The presence of many

charge states al. one time makes accurate measurements of all but the strongest lines

futile, even with state-of-the-art spcctromeier systems. Additionally, these spectra

are obtained at: higher densities than those of a typic.al tokamak plasma by five or

more orders of magnitude, so that the atomic processes at work in the creation of

the spectra will be somewhat different from lower density plasma sources. As for the

spectra presently available from tokamak plasma: these spectra lack the spectral res-

olution as well as the ch~,rge-state resolution necessary to satisfactorily measure all of

the spectral features. The most complete information ol, the spectra of intermediate

charge state W does, indeed, c(nne from the calculations referred to previously [13].

IIowever, it is necessary to provide experimental data with sull]cient precision to be

used as a measure of the accuracy of such comprehensiw.’ calculations.

2.2 Cu-like ions: Transitions in the EUV

In order to test the accuracy of the best calculations of energy levels in intermedi-

ate charge state ions. it is useful to look in solne detail at what may be considcre, d
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a ’simple’ system. The best understood of all atomic systems are those of ~hc hy-

drogen isoclectronic sequence, having only a single electron bound by the Coulomb

attraction to the nucleus. Hydrogen-like systems are used in prccision tests of such

quantities as QED corrections to atomic energy levels or the distribution o[ magnetic

fields in the nucleus, the so-called Bohr-Wcisskopf effect [14]. In the range of atomic

number, ioniz~tion energies and photon energies considered here, the Cu-likc system

best mimics a H-like system, having, instead of a single electron outside of the nu-

cleus, a single valence electron outside of a closed n = 3 electron-orbital shell. (See

Fig. 2.1.) It is also profitable to cxaminc a series of transitions along an isoelectronic

Hydrogen-like Copper-like

...:

Figure 2.1: Conceptual dra.wing comp~tring the hydrogen-like system, lmving a
si~gle bmmd electron, to the Cu-likc system, lmving twenty-ainc electrons, only one

of which is outside of the closed n = 3 shell. Due to the shell closure, the Cu-likc
system is said to ’mimic’ the H-like system and is, therefore, a good testbed for

calcub~, ions of the a.tomic structure of multiply charged ions.

scqucnc:c, in this manner effects that vary as a function of Z, such as relativistic

effects, screened self-enc:rgy, vacuum polarization, and level crossings, may bc cxam-

im, d in detail since complications arising from the variation in the atomic electron

interact.ions are minimized.



Calculations of the cnergics of the 4s~/.~ and ,lpa/2 states are typically carried out

cithcr ab initio via relativistic many-body perturbation theory (MBPT) [15] or using

the relativistic multiconfiguration Dirac-Fock (MCDF) method [16] to which quantmn

clcctrodynamic corrections should be added [16, 17]. There has bccn in recent years

somc deba~c concerning discrepancies between measured values and calculated values

- and even difi’ercnccs in the various methods of calculation ¯ of these transition

energies [7, 16, 18]. It was pointed out by Kim that [16]:

... cxperimcntal values for ions with 46 < Z < 70 generated in the Texas

experimental tokamak (TEXT) arc in excellent agreement with our (the-

orctically predicted) wtlues .... It is likely that the existing cncrgies from

spectra of laser-gcnerated plaslnas in gencral arc too high .... The data

from lascr-gclmrated plasmas sccm to have systematic problems that make

the ~nca~ured transition energies too high.

High precision cxperimental data of high-Z (Z > 70) ions from a source other than

lascr-produced plasm~ arc nccdcd for this scqucnce so thai: either systclnatic errors

in the mcasurcmcnts or deficiencies in the theoretical predictions may bc rccognizcd

and addressed.

2.3 Tungsten in the Near UV

Spectroscopic diagnostics of high-temperature plasmas in the visible or near UV arc

often times wanted, because a wide range of instruments is availtflfic to make such

measurements with high resolution (interferonmtry) and precision, yielding dctaih:d

access not fcasibh: in other spectral ranges. Furthermore, visible light can bc easily

gathered and transported (e.g. via fiber optics and mirrors) away from the hot plasma
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to even a remote spectrometer. Magnetic-dipole transitions (M1) within the ground

state of ions in optically thin plasmas play an important role in present plasma diag-

nostics and will bc similarly imporgant for future hotter plasmas if suitable lines c~

be identified in highly-charged ions which c~n bc easily me~ured and rcl~tted to the

plasnm properties.

Typical visible transitions used for plasma diagnostics come frown ions with the

ns~np~ (n = 2, 3) ground configurations [19, 20]. Figure 2.2 shows one such transi-

tion from the Si-like isoelectronic sequence (3s23p23p~ - ~). As is the case here,

along an isoclcctronic sequence ~hc wavelength of most M1 transitions is expected to

vary regularly, rapidly moving to higher energy, as the atomic number Z increases.

Here, as Z changes t)’om twenty-nine to forty-two, the wavelength of this transition

spans the entire visible and a portion of the near UV spectrum. This extensive varia-

tion of wavelength occurs over a corresponding ionization energy range of only 0.5 to

1.5 kcV as is typical for transitions between fine structure levels of a given electron

configuration. Calculations by Feldman, Indclicato, and Sugar, however, predicted

the existence of one such line with unusual properties within the ground state config-

uration of ions in the Ti isoclcctronic sequence. In particular, they predicted that the

M1 transition 3d~ ~D~ - ~19:~ in ions ranging from Nd~s+ through Uv°~ (correspond-

ing to ionization energies of 2.6 to 8.3 keV) would occur at wavelengths from 3560

to 32{}0 ~, respectively, that is with rcmarl~bly little variation in wavelength~ [21].

Thus a wide variety of charge states could be studied with a given set of experimental

instruments. (See Figure 2.2.) These lines certainly will be useful for the diagnostics

’2Tlwir pr~,diclions act ually iacluded ions of the Ti isoclcctt’onic scqu~umc ranging from Z = 45

(I{h2:~" ) lt~ Z - : 92 (U7°" ), buI ollly those ii~ I.Im range stated arc predicted to occur in such a m~rrow

wavcle~lgI ]~ range.
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Figure 2.2: Predictions fbr the wavelcugths of two m~lgnetic dipole (M1) ~ransitions.
x represents c~th’ulations of the ground-state M1 transition, 3d4 5D~- ’~D3, in Ti-like

ions[21]. Of interest is the "fla.t" portion in the range Z = 60 to Z = 92 through
which the wavelength has a v~riation of only 360 ~. whih: ioniz~.tion energies v~ry

from 2.6 to 8.3 keV, rcspectiw,ly. ~ represents c~lcul,qtions of a more typical ground-
state h.I1 transition. 3s’~3p23P~ - ’~P~, in Si-like ions[19]. Note that fbr a range of’

AZ = 14 the wavelengths span the entire visibh; a.nd ~ portion of the near UV region

of tile spectrmn.

of low-density, high-temperature plasmas as, for example, they represent a simple tool

for the determination of such properties as local ion temperttture and bulk pbusma

velocities from the measurcrnent of the Doppler widths and shifts [22, 23]. In addition

to these, a measure of the electron temperature can bc established by the presence or

absence of this line from various ch:mcnts. For instance, the presence of this transition

after the introduction of Xe (Z = 54) into a tokamak plasma would suggest, an average
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electron temperature near 2.0 kcV, whereas the identification of the same transition

from W (Z = 74), a naturally occuring background in several tokarnak plasmas, would

indicate an clcctron tcmpcrature that is significantly higher, near 5.5 keV, at which

the Xc transition should be absent. The real advantage in tim identification of this

set of lines is found in the fact that all of these lincs can be measurcd in a single

setting of a modest-resolution spectrometer. Proper cxpcrimental identification of

the wavelengths and intensities of some of the lines along this sequence is necessary

for positive idcnt;iilcation of each line emitted from the plasma.



3 THE ELECTRON BEAM ION TRAP

The Electron Beam Ion Trap (EBIT) is an iuvaluable source for the production and

study of lfighly-charged ions of nearly any element. The devclopmcn! of EBIT at

Lawrence Livcrmorc National Laboratory (LLNL) in the mid-1980’s arose as a modi-

fical, ion to the Lawrence Berkeley Laboratory (LBL) electron I)cam ion source (EBIS),

which was designed to be used as a source of ions for injection iuto accelerators and

storage rings. It was l’ound upon bringing the LBL EBIS on line that it. was unable to

prodncc the (lcsirc(l high charge st.atcs. The root ot" this failure was determined to 

caused 1)y heating instabilities inherent to "long" plasmas. Tile major modillcation

fi’om an EBIS to an EBIT was the reduction of the trap length from about 1 m to

about 2 cm, thereby reducing the instabilities incurred in an EBIS. The first EBIT was

brought, on line in 1987 under tile guidance of principal investigators Mort Levinc and

R.oscoc "Ross" Marts. The primary goal of the original EBIT project was the produc-

tion of high charge state ions of high-Z elements f’or precision X-ray measurcmcnt.s.

Therefore, nmasurcments in those first years focused on precision meas~tremcnts of

K-shell aud L-shell X rays and in-depth studies of EBIT’s ionization and trapping

properties. Tlmsc included studies of electron impact ionization cross-sections, diclcc-

tronic rccombit~ation, line overlap for X-ray laser pumping schemes, X-ray transition

energies, and measurements of th(’ trap properties themselves, such as trapping times

and ion temperature:~ [2-1. 25, 26. 271. The success of this first EBIT lead to some

:~Tlmw aw many wi’t,r~,uc~,.~ to ~he above lis|cd work. Ii~ fact. by mid-1992 tht:r~’ wen, more: t im~,

¯ 10 iml~lit:atio~,.~ <h:scril~ing m,~+~urcmcnts made witl, and propcrtit,s ¢K t lw LI.NI. EBITs. T<~day.

12



13

minor modifications and the creation of a second machine, EBIT-II, or what is now

sometimes referred to simply as EBIT. The original EBIT was then recoafigured to

operate at much higher electron beam energies and currents in order to achieve much

higher charge states of heavy elements, and is now known as SupcrEBIT. Since the

development of the EBIT program ~ LLNL several institutes world-wide have built

or are ill the process of building electron beam ion traps for the study of atomic,

nuclear, and surface science physics. The interest and v~lue of these devices cont.in-

ucs to grow throughout the world-wide physics community. The LLNL EBIT facility,

however, continues to set tile standards for achievement.

3.1 Working Principles and Operation

The EBIT is designed for systematic spectroscopic studies of trappcd highly-charged

ions. A beam of energetic electrons is used to accomplish not only the stripping

of the ions of their bound electrons, but also as part of the trapping mechanism.

This beam cmalmtcs near the bottom of EBIT, shown in Fig. 3.1, at the electron

gun. By the application of an electric field from the focus electrode, the electrons

are formed into a beam in a magnetic field free region governed by the bucking

coil. They arc then accelerated (to the "ionization energy") .by the potential applied

to the drift tube electrodes in the trapping region. The beam travels through the

trapping region where it is compressed to a diameter of about 70 #,m [28] by the

3 T nmgnctic field of a pair of superconducting Helmholtz coils. It continues to

the end of its path at. the collector while passing through the electric fields of the

suppressor, extractor, and transition electrodes, being guided along ius path l~y two

there art’ sew~ral I,tmdred. Only a few examples are mentiom:d Irate.



14

E×t.raetor - ....

Suppressor

...... CollecLor

Liquid He
Reservoir

LN Shield

Drift
Tubes

Ins ula Lo)’s

SupcreonducLing
Helniholt.z Coils

I i. "
’l’r~)zsit.ion

Pierce-t.ype
Snout Elcct)’on Gun

E-gun B¢~cking
Coil

Figure 3.1: The electron beam ion trap (EBIT) highlighting its major c()znponenrs.
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sets of external steering magnets, as well as the collector magnet. The operation of

EBIT has been well studied and characterizcd as reported in the litcr~tturc ([26, 29,

30, 31, 32, 33], and others). Proper operation is contingent upon the tuning of EBIT,

which involves adjustments to tim focus electrode, bucking coil, steering magnets,

collector magnet, as well as the suppressor, extractor, and transition clcctrodes. The

tuning is a function of the electron bc~m energy, current, and high-vacuum properties

of EBIT and is an active undertaking during the expcrimcntal runs. The following

sections describe some of EBIT’s primary components, particularly those related to

spectroscopic mcasllrcments.

3.1.1 Electron gun

The eh:ctron gun is of tlm Pierce type, following the design principles identified by J.

R. Pierce in the 1950s for the production of electron bcams. The cathodc is typically

operated at a potential of 6 V and draws a current of about 0.5 A from the power

supply cr(’ating a cloud of electrons which surrounds the catho(lc. An accelerating

potential on the ordcr of 2 kV applied between the cathode and anode is used t.o

extract the electrons from this chmd. Electron guns are characr, crizcd ia terms of

their pervcancc by P = I/Ua/’~, that is, the ratio of the current (in Ampcrcs) drawn

from tile gun to the three-halves power of the voltage (iu Volts) applied between

the gun’s cathode and anode (1 perv -- 1 A/V’3/~). A greater value of the l)crvcance

results in a gr(,atcr electron beam current drawn from the gun for a particular applied

potential, leading to a greater electron current density.

The’ pervcanc(’ is directly dcpca(lcnt upon the gun geometry and cathode ntatcrial.

I:~r the typc of gun used on EBIT, tile cathode is made of tm~gsten machim:d into the
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shape of a partial sphere. A barium dopant is cnlbcddcd into the tungsten in order

to reduce the work function of the cathode, thereby increasing the pervcancc. Early

work on EBIT reported significant levels of barium from tim electron gun making its

way int, o the trap. It is for this reason that many of the first EBIT publicatkms were

studies of barium X-ray transitions. Another effect of this is that the working lifetime

of an electron gun is limited to the depletion period of the barium dopant. In recent

years tile period of barium depiction has been found to be less problematic to the

electron gun li[ctime t, han such factors as oxygen poisoning clue to accidental venting

o[ the EBYI’ vacuum chamber. Some of the parmnctcrs of the electron gUllS used on

EBITs are listed ill Table 3.1.

Table 3.1: Typical electron gun parameters for the elcctro~ guns used on the
LLNL EBITs. The actual values of the temperatures, beam focus, and current

depend on scttiags of EBIT power supplies and may bc changed from run to rm~.

This informa.tion is taken frown ,nn internal LLNL technical report [29].

EBIT Electron Gun Parameters

hIamtfacturer

C.athodc m~terial

Operating temperature

Pcrveance

Cathode diameter

Primary beam focus

~ [~txilllltln current

Raytheon Manufacturing Company

tungsten doped with barium

1300° C

0.5 ppcrvs

3 mm

0.36 ~nm radins

approximately 200 mA
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Two general nmthods for the formation of a narrow, high-current-density electron

beam have been thoroughly explorcd in EBIS experiments: 1) rnagnctic compression

and 2) Brillouin focusing. Some of the diffcrences in these two techniques arc listed in

~l~tble 3.2. Of the two techniques, it has been found that ~nagnetic compression lcads

to a more stable electron beam, but the fact that for Brillouin focusing the currcnt

density, j, goes up as the square of the magnetic field, B, makes this technique quite

appealing [34].

Table 3.2: Comparison of two electron beam compression techniques: magnetic

compression, which relics on the magnetic fields of a long magnet for compression,
and Brillouin hmusing, which requires a somcwha.t complica.ted electron beam

optics design ibr proper implementation.

Two Electron Beam Compression Techniques

Magnetic Compression

magnetically ilnmcrscd electron gun

high emission dectmn gun

j~xB

Brillouin Focusing

magnetically screened clcctron gun

normal emission electron

jxB~

electro-static compression

The LLNL EBIT design relics on the process of Brillouin focusing. Bccanse the

electron-emitting cathode is not a complete sphere, an external focus electrode must

be used to compensate for the ’missing’ fields to direct, the electrons toward the focal

point. This ~bcusing mUSi occur ill a magnetic-field-free region. The bucking coil.

which lies just beyond the focus electrode, is an clcctro-nmgnct used to compensate
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for any residual lnagnctic fields that extend into the region near the electron gun.

These fields arise mainly from the superconducting coils which surrouud the trap

region.

One of the most important properties of EBIT related to spectroscopic nmasure-

mcnts is the position and size of the electron bean in the trap region. Its narrow

width allows spectroscopic instrumentation (both in the X-ray and optical rcgi~ncs)

to operate using the beam as an effective slit. While some types of spectroscopic

measnrcmcnts require no slit. such as those performed with a Ge or Si(Li) solid state

X-ray pulse hcigh~ analysis system, other high-resolution spectroscopy techniques im-

plemented on an EBIT, such as those usiug flat crystals [35], focusing crystals in the

wm }I~imos or Duh.lond geometry [36, 37], grating spectrometers in the EUV through

visible regions, and optical prism spectrographs [38] require a narrow entrance slit.

In these instruments the size of the slit is one of the limiting parameters to the

spectral resolution. This is exemplified, for instance, in the ion temperature measure-

ment of h’Ign+ where, using a flat crystal spectrometer, a nominal resolving power

of 30,000 was achieved to inh:r an ion temperature of 246 cV [39!. To achieve this

sort of resolution it is required that the slit width bc small, so that the source width

remains insignificaut as compared to other line broadening factors (e.g., Doppler, nat-

ural lincwidth) under study. It is, therefore, important to know the slit width (i.e.,

electron beam diameter) accurately.

Knowledge of the electron beam’s size is also imperative to the deternfination of

the electron density (n,,). A higher ch:ctron density means faster ionization times

and higher oxcit.ation ra~cs. The radius of the electron bcmn has bccn rncasm’ed

for the low-energy EBIT (EBIT-I: 27.5 ~ 2.5 pro) as well as for the high-energy
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EBIT (SupcrEBIT: 47.3 + 0.7 #m) [28, 40]. These measurements were performed

using a narrow slit positioned close to the elcctron beam and a position-sensitive

X-ray detector set ~t distancc ~way, as to provide a magnification of about 50x.

Using this information, the electron density h~ bccn determined to bc in the range

10~ -10~ cm-~ [33].

In addition to the beam sizc: thc position of the beam with respect to the diffracting

clement (crystal, grating, prism) is a determining factor in the position of the image

on the dctcctor. A shiR. in the position of thc beam in EBIT during a measurement

would be reflected in a corresponding spatial shift and a possible s~ncaring of the

image of an observed spectral line. As part of the present work, systemptic studies

have bccn performed on Snpcr-EBIT which vcrify that the position and size of the

electron beam is, in fact: stable tbr ordinary operating conditions [28]. Variation of

the electron beam current while retaining a constant energy showed a shift of only

1.1 pro, less than the statistical accurac.~’ of the measurement. At constant current

with w~rying energies, the c.entroid position was found to mow~ a little more, about.

6 pro. Some of this nmvemcnt, can bc attributcd to required adjustments to other

Sul)er-EBlT parameters that arc nccessary to kccp the electron beam from hitting

the walls of the vacuum chambcr. Regardless, this shift is small compared to the

size of tim beanL being less uhan 20% of its full-width halgmaximum (FWHM).

Other significant shifts in the beam’s 1)osition were observed, but only duc to running

EBIT in ways that were othcrwise detrim(mtal as wcll. For instance, by drastically

changing the currcnt in the steering magnets the beam was moved about 50 pro, but

these (Irastic changes lcml to an unstable electron beam as well.
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3.2 Ions

An important feature of EBIT is its ability to trap ions of any clcmcnt. Since clemcnts

occur naturally in many different phases, various methods of introducing the ions into

thc trap have bcen dcvelopcd. In addition to the possibility of trapping ions that

naturally occur in EBIT (either emanating from the electron gun, such as tungsten

or barium, or as a natural background gas such as oxygen or nitrogen), there arc

two c.om~n(mly used methods of i~troducing ions into the trap, depending on whether

the natural phase of the elcnmnt is gaseous or metallic. Gases are introduced into

EBIT via a multiple-chamber gas injection system. The outermost chamber of the

gas injector is filled to roughly 10-6 torr with the gas to be introduced into EBIT. A

small aperture leads to another ctmmber, which is differentially pumped and typically

inadc I,o be in the 10 -~ - 10-8 tort range. The pressure of this chamber is precisely

nmnitored by an ionization gauge. An electronic feedback valve system monitors

the ionization gauge readout to control the flow of gas allowed into the primary

chamber. A second small aperture leads from thc intermediate chamber into the

main vacuum chamber. This system permits only a small stream of ncutral atoms or

molecules dircctcd toward the electron beam to cntcr EBIT, preventing unnecessary

vacuum contamination. It is estimated that a.t a pressure of 10-6 torr in the primary

chambcr, 5 x 10r~ molecules enter thc w~.cuum chamber [29]. As the stream intcrscc~s

the electron beam some at.ores arc ionized by the high speed electrons. Those that arc

not ionized may still bc collisionally cxcited and decay a~ they pass through the beam..

but otherwise pass through unhindered. These neutral atoms are the~ either frozen

to the liquid tlc temperature wall of the vacuum vessel or are otherwise pumped out

of the system. Some small amount also may add to the background pressure of EBIT.
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Introduction of metals into EBIT is performed by the use of a Metal Va.por Vacmtm

Arc, the McVVA [41]. The McVVA consists primarily of 4 electrodes: anode, cathode,

trigger, and focus, as shown in Fig. 3.2. A high voltage power supply raises the

Irigger

Insulators

Cafhode

Anode

Focus
!

Figure 3.2: Cross-sectional view of the MeVVA. Anode, focus, m,d housing are

stainless steel: cathudc and trigger are made of the metal(s) to bc injected; insulators
are ceramic.

potential of the anode, cathode, and trigger to. typically, 8 kV above ground, and

a serond power supply introduces a polcntial difference of 300 - 500 V between the

an¢~(le and cathode. A fast pulse of several kilovolts supplied to the trigger ejects
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fast electrons into the surface of the cathode thereby wtporizing a portion of the

cathode material and stripping away ssme of the least bound clcctrons. As the

positive ions approach the anode they are attracted by the 8 kV potential and drawn

a~vay f,’om the MeVVA toward the EBIT trapping region through small holes borcd in

the a, mdc. Simultaneous to the firing of the MeVVA, conditions of the trap must be

made suitable for the reception of the ions. The potential of the drift tube assc,nbly

is set temporarily to match that of the MeVVA voltage, at around 8 kV, so when the

ions reach the trap t.hcy arc nearly at rest. With too much kinetic energy, the ions

would pass by the trap region; with not enough, they never arrive there. Additionally,

the top drift, tube’s potential must be lowered to allow ions with the lowest energy

into the middh; trap ,’egion. Once the ions have passed the top drift tube, its potential

is again raised above that of the middle drift tube for trapping to take place. The

~naterial makeup of the electrodes deter,nines the clement to bc injected into the trap.

While the anode and focus arc composed of stainless steel, the donut-shaped cathode

and wire trigger materials can be nearly any ,nctal, although limitations sonmti,ncs

occur (luc to the "workability" of particular metals. The roles of the trigger and

cathode can be interchanged so that the material from the trigger, rather than the

cathode, is injected. This allows for two different elements to bc used as injector

material without haviug to install another McVVA, a process which typically takes

.five to seven hours.

3.3 ’lh’apping physics

Ious inj(,cled either by the McVVA or tim neutral gas injection system art: trai)l)Cd

in the (’cntral drift tube region. This section of EBIT is actually composed of a set of
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three independent, cylindrical, copper electrodes called the top, middle, and bottom

drift tubes. The gcometry of these electrodes is critical to the ion trapping efficiency.

Figure 3.3 shows a cross-sectional view of the drift tube assembly. It is the middle

that h~ts several long slo~s (approximately 2.5 mm x 25 ram) through which light can

escape the trap region for spectroscopic observation. This section is also what defines

the "trap region". The top and bottom drift tubes are normally sel to a matching

voltage, typically 500 V, while the middle drift tube is sct at a potential 1(}0 - 40{} 

lowcr, dcpc,~ding on the desircd run conditions. The potential well, depicted in the

figure as the axial potcntial, is what traps the ions along the electron beam axis.

These ions ,nust have a nmximum kinetic energy less than the depth of the well.

Notice the tapered ends of the top and botto,n drift tubes versus thc very fiat middle

d,’ift tube. This geometry produces a potcntial profile flat in the central region and

gently sloping down outside of the trap. This ensures that ions in the trap have an

optimu,n u,fifor,n density while allowing high-energy, ’hot’, ions to easily escape the

trap. It also helps to steer the electron beam without disruptivc potential steps.

Top dnft tube

l~ddle drift

Electroa beam ~ "’~-’/ ~ I~.a&al poten~al

Figure 3.3: Schematic of trapping potentials of t, he drift, tube nssembly m~d the

ehn.’t rolt I~ealll.
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I,~ the radial direction the ions are trapped by a co,nbination of the space charge

of the electro,~s in the beam, shown as the radi,~l potential in the figure, and the

magnetic ficld of the superconducting magnets. The potential duc to the cylindrical

column of the electro,~ beam can bc calcula.tcd by applic~tio,~ of Gm~ss’ Law. Using

as a model a cylinder of uniformly distributed charge, a classical cs~i,nation of the

radial space charge potential between the center and the edge of the beam, U,. can bc

found to be
I

U,. = 0.4792 (3.1)

where I is the beam current given i,~ mA, U is the accelcratio,~ potential in kV, and

the resultant potential is in V. A relativistic correctiou of about 2.5% for EBIT-II and

20% for Super-EBIT shouhl be added [33]. Ions with a radial kinetic energy less than

qiU,. (qi is the io,~ charge) will remain radi~flly trapped. The space charge also has the

effect of reducing the acceleration potential of the electrons in the beam. Assuming a

reference potential of zero at. the middh; drift tube wall, this idccclcration’ potential

has been estimated to bc five to eight times the radial potential. This esti~natio,~

depends critically upon the compensation factor duc to t.he p,’cscnce of ions, since

the accu,mflatiou of trapped ions has the opposite (neutralizing) effect o,a tim space

charge as the bca,n electrons.

As was stated previously, the top drift tube potential is sometimes switched to 0 V

(zero volts) so as to allow ions f,’om the MeVVA to make their way into the trap.

Even whc,, ru,ming with gases iujcctcd f,’om the gas injector, however, it. is necessary

to be abh: to ope,~ and close the trap. even though these neutral atoms entering

fi’om the radial direction are unaffected by the trap potential. Hcav.v elcme,~ts tcml
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to remain trapped longer and displace lighter ions from thc trap’t, therefore, when

making measurements of light gases (carbon, nitrogcn, oxygen1, ~rgon, etc.) it 

necessary to rcgulm’ly empty and re-fill the trap. In the study of light elements, this

cmpty/rcfill cycle can bc as r~tpid as ten times per second, or faster. Figure 3.4 shows

a typical timing pattern for the injection of a metallic element using thc McVVA. The

cycling of the trap can be madc to occur in this mode from one to tens of seconds

or more, depending on the expcrilnental needs. Tr~pping times of many hours have

been recorded for heavy elements [42]. For gases, the timing pattern is similar to

ttmt with the McVVA, but there is no need to switch thc acceleration potential

(ionization/injcction) since the gases cntcr as neutral species.

3.4 Electronic versus Magnetic Trapping Mode

The following is ~t short description of an altcrnate method of ion trapping in an

EBIT to emphasize thc versatility of this devicc. The usual operation of EBIT com-

prises a continuous stream of electrons intcracting wi~h the trapped ions as described

ab~vc, referred to hcrc as the Electronic Trapping Mode. Ilowevcr. it is sometimes

wanted to observe the photon emission of the trapped, highly charged ions without

the continuous ionization ~u~d re-population affectcd by the electron bcant. This is

important for such studies as the measurement the lifetime of an electron occupying

a particular lcvcl or the observation of chargc cxchange bctwecn two elements in the

~Sit~(:c ion collisions tend to equally distribute the energy of the ioas, ]mavy ions have a lower

m~tximm~ kinclic cncrg), t]lal~ light ions ix~ the s~mm poteatittl well. It is, therelbrc, more likely h)r 

light ion I.t~ esc~tpe [roln the trap region. This means, it is easier to trap hc~vy ions, and heavy ion

background gases will displat:c light ions in the trap. Als¢>, cqU results in a higlmr potc~tial wall for

mort, highl.v charged ions.
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Mid DT

Top DT
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Figure 3.,1: Rcprescatation of a typical EBIT timing part.era for injectioa with tht,

Metal V~por Vacuum Arc (McVVA). The tinning pattcra sets each power supply 
either ON or OFF; the applied voltages arc controlled elsewhere. Notice ~hat in the

case shown, the anode and middle drift tubc voltages are alw~ys on. There arc cases

in which this may not b~ true. At the instant of the McVVA trigger the’ acceleration
potentiM is set by the injection voltage and tim top drift tube is turned off ~tllowing
ions t.o escape the trap mxi~lly. Just after the trigg~’r, the trap is closed (ions are

trapped) and the acccleratioa potential is set to the desired ionization cucrgy.

trap. The Magnetic Trapping Mode has been developed for such cases [43!. In this

mode EBIT is initially operated in the standard way to trap the ions and create tim

wanted charge balance of ionic sta~es. The electron beam is then switched off by

or scvcral means (i.e. turning off the anode power supply, reducing the ionization

tential of the electron beam to zero, setting ~he focus pot:cntial to a very high value)

but without switching off the top drift tube electrode, so that the ions remain trapped

in the axial direction by the potential well of the three electrodes. Even though the

ions arc no longer bound in the radial direction by the space charge ~f the electron
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beam, they are still contained by the strong magnetic field of the superconductiug

Helmholtz coils. Trapping times in the Magnetic Trapping Mode have bccn obscrvcd

to bc on the order of seconds to tens of seconds. It has been shown ttmt with the

electron beam turned off; photons are produced by electron capture from ambient

ncutrals in thc trap. All of the measurcments rcported in this dissertation have bccn

performed using the more standard modc, the Electronic Trapping Modc, and arc

dominatcd by electron impact cxcitatiou frown thc beam clcctrons.

3.5 Spectroscopic observation

EBIT has six ports encircliug the trap through which spectroscopic measurements

cau be made. The orientation of these ports is such that the four largest ports are

offset by 90° from each other (NE, NW, SW, and SE), with the two rcmai,fiug ports

being at the N mid S positions, 45° from their neighbors. Inside the vacuum chamber

each of the ports is identical, consisting of a 2.5 mm x 25 mm aperture in the middle

drift tube, a 4.0 mmx 26 mm aperture iu the drift tube shield, a 16 ,nm cylindrical

slot in the liquid-He dewar, a 27 ,nm cyli,~drical slot in the liquid N2 dewar, followed

by the aperture in the vacllttnl hull. Four of the obse,’vation ports a,’c fitted with 45

conftat flanges while the two others arc fitted with 2~" conflat flanges. The limiting

aperture of such a system is important when knowledge of the subtended solid ;ingle

of light is ,medcd. A measure of this is thc f-number, defined by

distance from source
size of aperture

Since the apertnrcs are all co[linear, this limiting value can be mcm~urcd from a point

at the center of the trap. For a complete ~reatment of the solid angle one should take

into consideration tiw vohmw of the ions in the trap. Table 3.3 shows the relative
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apertures (f/#) o[ the components inside o[ EBIT. It is the hole in the liquid Hc dewar

that sets the lfinit of light colh;ction in the vertical direction (along the direction of

the heron) with ]/4.4, a.nd thc slot, of thc middle drift tube, with ]/5.6, that acts as

the light stop in the perpendicular direction.

Figurc 3.5: Horizontal cross-sectional view through the center of the ~niddle. drift

tube in EBIT. Thc exp~nded region shows the apertures crea.tcd by thc various
comp()ncnts inside the vacuum chamber. Thc alphabetic labels point out thc 

middle drift, tub~ and drift, tube shield, b) liquid helium dewar, c) liquid nitrogen
.1~ 3~

dewar, d) ,t~ flange, ~u~d e) 2~ flm~ge. The ]/# and dimensions of each of the
~pert ures is listed in Table 3.3.

The arrangcmcnt of tl~c ~ix sets of collincar slots and ports allows for a nmltitude

instrumentation to simultaneously look into EBIT, limited only by the physical
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Table 3.3: Sizes of and distances to apertures inside EBIT. The r~tio of the

distance t.o the size determines the f/#. The la.rgcst f/# is the most limiting
relative aperture. This limit is made by the slot in the liquid He dewm" in the

vertical direction, that is: parallel to the beam axis, and by the middle drift tube

in the horizontal dircction. All distances and sizcs o.re in milts of mm.

lq.clative Apertures

distance from source size of aperture f/#

14 2.5 5.6

14 25 0.6

22 4.0 5.5

22 26 0.8

70 16 4.4

90 27 3.3

133 35 3.8

133 60 2.2

Middle DT width

Middle DT length

DT shield width

DT shield length

I,iquid Hc dewar (round)

Liquid N dewar (round)

3" (round)Vessel flange: 2z
¯ 1- (round)Vessel flange: ’i7

size of the spectrometers. Current available instrumentation consists of a variety of

crystal X-ray spectrometers (i.e. flat crystal, von I-hbnos, DuMond), solid state 

and Si(Li) detectors, grazing-incidence grating spectrometers, high-etficicncy quartz-

grating transmission spectrometers, a 1-m normal incidence grating spectrometer,

and an optical prism spectrometer plus a variet.y of other spectroscopic instrumenta-

tion. This large selection of high quality opt, ical instrmncn~ation permits the stmdy

of photon emission fl’orn trappcd ions continuously for photon energies m:ar 1 cV

(infrared) to many kcV (hard X ray).



4 SPECTROSCOPIC INSTRUMENTATION

In its simplest dcsc.ription a neutral ato,n consists of a m~clcus comprised of com-

binations of protons and neutrons surrounded by a rmmber electrons equal to the

number of protons. These electrons arc bound to exist, in certain quantizcd states,

or energy levels, while transitions of electrons between energy levels is governed by

the absorption or emission of a photon with an cncrhT equal to the energy differ-

cncc ot’ the t:w~~ levels. These alomic trausitions can range in energies from about.

] O0 keV to much less than 1 eV corresponding to wavelengths of emitted photons in

lhc range of about 0.1 io longer than 15000 Jk. There is no singl(~ spectrometer able

~o make precise measurements throughout this entire range. In fact the Sl)cctrum is

subdivided into regions which arc mai~ly defined by the type of instrumentation used

to probe the regions. Loosely speaking the ranges are (in units of ~) infi’ared (IR:

>8000), visible (4000 - 8000), near ultraviolet (UV: 2000 - 400~), vacunm ultraviolet

(VUV: 2(}0 2000). extreme ultraviolet (EUV or XUV: 10 -. 500), and X ray (<1 

50). Though these ranges arc sometimes overlapping and somewhat arbitrary, they

serve as a descriptive guideline. The distinction used in this work between the three

shortest waveleugth groups is that photons dispersed with a crystal arc X rays~ r.hose

dispersed using grazing incidence gratings, EUV, and those dispersed with a normal

incidence grating. VUV. The term soft X ray is sometimes used to describe the region

of t~verlap I~,t ween X ray and EUV whcr(, oil her crystal or grating spec~ romet ers can

be imph,mcn~cd. The nwasurcmcnts in this work fall in the category of either EUV

or UV.

3O
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4.1 Extreme Ultraviolet Spectroscopy on EBIT

4.1.1 EUV Spectroscopy Basics

The basic methods for spectroscopy using concave reflection gratings were developed

by Prof. II. A. Rowland in the latter half of the 19th century. IIe found that if a

concaw; grating is placed tangentially to a circle with a diameter equal to the radius

of curw~turc of the grating, a source placed somcwhere along this circle produces spec-

tral images focused also ou ~.hc circle. This circle, called the Rowland circle, forms the

basis of aearly all v,~cuum grating-spectrometer designs [44, 45]. His h~rthcr research

was to conclude that the rulings should be so spaced on the coacave surface as to be

equidistant on the chord of the circular arc. Many people since then have contributed

to the full development of the theory of concave gratings with two particularly com-

plete descriptions coming from Beutlcr5 and Namioka [46, 47]. Two important results

that come out of the theory of concave gratings (rch:r to Appendix B for details) arc

th.e grating eq.uation (Eq. B.20),

m,~ = d 1 - (sin a -~- sin ~)

and the parameterized equations defining the l~owland circle (Eq. B.21),

r = R cos a and r’ = R cos/3

where ,\ is the wavelength of light of interest, ~n is an intcgcr (m = 1,2, 3,...), d 

the distance between grooves, a and [~ are the angles of incidence and diffraction,

51~ was poinled oui by Namiob~ in 1959 thai Beutler’s trcatmcn~ of the charactoristit’ fllncl iOIL

t~l" I}~t[ll ftltlf’tiOlt, iS h~col’rt’ct making lllally t}f his rt~stllts wrol~g. How~,ver, these errors ~tl)j,{~tl- ollly

in high order’ terms of tht, I)a~ h function not discussed her~. His treatment is correct its a firsl order
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respectively, r and r’ arc cylindrical coordinates describing the position of the source

and focus position, respectively, z is the vertical distance of the source point from the

xy-planc, and R is the radius of curvature of the concave grating. Using cq. B.20 the

dispersion and resolving power of the grating can bc calculated, and from cq. B.21 the

geometry of the spectrometer is defined. Much o[ the theory of concave gratings is

devoted to the understanding a.nd attempted correction of many orders of aberration

such as coma and astigmatism. However, inlmrent physical properties prohibit the

perfect focusing of a spectral image obtained using a spherical grating.

4.1.2 The Flat Field Gratings

The measurements to be discussed in Chapters 5 and 6 were made using an EUV

spectrometer only recently implemented at the LLNL-EBIT facility. This spectrome-

ter is designed to use either of two gratings having the property of producing spectra

o~t a fiat image plane. The gratings arc manufactured using a mechanical ruling

tc(:huique ttlat allows for variable distmlcc between grooves across the surface of the

concave grating. A ruling machine capable of etching these gratings was designed

t)y IIarada and Kita in early 1970’s [48] and in the years since these gratings have

become commercially available. A set of equations which correct for several orders of

aberration arc analytically solved to provide a result that can be optimized for the

desired spectroscopic operating parameters such as the average groove spacing, tile

radius of curvature of the grating, and tile angle of incidence. The result is a singh;

(,quation f(Jr tim variable groove density which can bc programmc(l into the ruling

machine and the grating l)rcciscly manufactured. See Appendix B for details of the

analysis and colnparisons to unifornxly line spaced gratings.
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One of the restrictions of traditional EUV grating spectroscopy is that the entrance

slit, grating, and detector should be aligncd on the cylindrical surface defined by the

radius of curvature of the grating, known as thc 12.owland circle, so that the photons

strike the grating and the detector at grazing incidence (see, for instance, [49]). For

spectrometers using fihn to record the spectra this poses no technical problems pro-

vidcd an adcquate method for mom~ting the fihn on this cylinder is implemented.

Howevcr, tihn prcscnts othcr problems at EBIT such as its insufficient sensitivity for

single photon counting (as compared to other detcctors, to be discussed below) and

the rcquircmcnt of additional steps to develop thc film. Thc low photon flux of EBIT

requires detectors which are scnsitivc to individual photons, i.e., photodiodcs, ~nulti-

channel plates (h’ICPs), and charge coupled devices (CCDs). Whereas photodiodcs

may bc precisely aligned to the Rowland circle, they view only a mnall arca, provide

no spatial information, and must bc either scanned ovcr a region of interest, or uscd

as an array of many in order to obtain a spcctroscopic imagc. MCPs and CCDs, while

gaining spatial resolution, are typically plarmr and can never bc situated so that all

points reside on the llowland circle. It is common when using MCPs or CCDs (or any

othcr flat. detectors) with a Rowland circlc type spectromctcr that thc dctector bc

placed tangentially to the circle so as to bc in approxi~natc alignment throughout the

image. Since the spectral lines arc no longer in pcrfcct focus except at either one or

two points, this technique dcgradcs the overall resolving power. Even though some of

~hc dctrimcntal geometric effects may be minimized, the efficiency of these detectors

is still diminished at grazing incidence [50]. Another restriction resulting from the

cylindrical focal plane of a uaiformly spaced grooves grating is that translating the

detector to access diffcrcnt wavelength ranges requires moving the detector along a
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circular path. This is usually achievable by mechanical means such as detector trac&s

or arms governed by precisely machined cams, but is, at ~hc very least, another con-

sidcration in the spectrometer design. An example of this type of spectrometer is

discussed in [49].

Because of flexibility in the ruling pa.rameters of a w~riable line spaccd (VLS)

grating, it is possible to define a set of equations which results in a. portion of the

focus region of the grating bcing along a flat plane, rather than the Rowland circle.

Not only does this mean that the entire surface of thc detector can be aligned on

the focal plane, but that a change of wavelength regions simply requircs a lincar

transla.tion of the detector. Additionally: since the photons strike the dctcctor surface

at nearly normal incidence, ~hc detector’s c~ficiency is increased. The fact that these

gratings are mechmfically ruled rathcr than holographically ctchcd adds the h~rthcr

advantage that the gratings cm~ bc blazcd; that is, the grooves can bc optimally

angled to enhance a desired wavelength region.

Two VLS gratings have been used at EBIT to study the EUV region: a 1200 line/ram

and a 2~100 line/ram grating~. The gratings arc similar in that they ~rc manufactured

to have the same object and image distances, and they have the same physical dimen-

sions; they can, therefore, bc interchanged within the same spectrometer by making

only rnin~r adjustments. Othcr than the avcragc line spacings, thc main diffcrcncc

bctwccn the gratings is the spectral range over which each is dcsigncd to be used.

~Tlm line dcnsitit~s of 1200 and 2400 line/ram are actually the line densities at the center of the

grating. The a,’l.utd lilm dcnsily is given by the formula ~t = ~ (l 4- ~wa q- ~’wo + ...)

as described in Appendix B where d0 is ~he nomimd line spacing, R is the radius of curwtture of the’

grating, wa is related I,o the horiz(ml~d dist~mct: from the center of the grating, aml the b, arc the’

atl.iustal~h’ ruling paramelers.
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The 1200 has an operational range of approxirnately 50 -- 400 h and the 2400 has a

range of 10 - 10{}/~. Other properties of the gratings are listed Table 4.1.

Table 4.1: Properties of the t~vo gratings used in the EUV spectrometer on EBIT

where no is the nomina.l groow~ density: R is the radius of curvs.turc of the grating
blank, ,’~blaze is the blaze wavelength of the grating grooves, a is the required a.nglc

of incidence, a~d I is r.lw. focal distm~ce of the image plane from the grating center.

This dsta is taken from 11~t~tch.i Diffraction G~v~tings technical infi~rmation sheet.

Grating Properties

nt~ R A~,~,,..,.Dimensions a I Range

g/ram m ~ h × w × t degrees m~n /~.

1200 5.649 100 30 x 50 x 10 87.0 235 50 ,,~ 300

24{}0 15.92(} 15 30 x 50 × 10 88.7 235 10 ,,~ 100

There is one notable difference in the spectra produced by each grating: the 1200

reproduces each spectral line in multiple orders throughout its range, whereas the

2400 produces only first order lines. Experience has shown that there arc advantages

and disadvantages to the use of each grating. The presence of multiple orders in

the 1200 grating makes calibration of the entire spectral range possible using only

a few very well known transitions. For instance, the K,~ line (ls ~ ~So - ls2p ~P~)

in He-like N aI 28.7870 Jk has bccn identified in orders ranging from 2’’’* ~hrough

12’~’, albeit at varying intensities. A similar result occurs for the Ly,~ line in H-like

N at 2.1.7792 ~. Figure 4.1 shows two examples of spectra taken on EBIT with the

1200 line/ram. The tOl) spectrum is of nitrogen g~us injection; the bottom spectrum

is fi’om W injection at an electron beam energy E~,, = 3.7(} kcV. The strongest
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line in the N spectrum is the He-like K~ shown in orders 2’’~ through 7~. These

precisely known lilms are used to regularly c~flibratc the spectrometer prior to and

I

2nd

/

60 80 1 O0

Tungsten
2n’~ Eb.~.~ = 3.70 keV

120 140 160 180 200

Wavelength (~)

Figure 4.1: Spect.ra taken witl, the 1200 l/ram gratirtg. The top spectrum was

taken during N2 gas injection and is used for calibration. The line markod in 6
spectral orders is from the He-like Ifa~ transition. The bottom spectrum was t~kcn

during W injection with an electron beam energy of Ebeem~ =: 3.70 kcV. This energy

optimizes the Cu-likc charge, state of W in the EUV.

throughout measurements. The W, dominated by the Cu-like charge state, exhibits

several neighboring ~ransitions around 62/~, for which the resolution, improves wi~h

increasing spectral order, tlowcver, due to the complexity of typical EUV spectra,

the presence of multiple orders of several lines at the same time is sometimes a

hindrance.as st,own in Fig. 4.2. For example, line groups found in first order near

45 ~\ blend in the third order with second order 65 ~ lines, result, ing in sometimes
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confusing and blended spectra, rather than the desired improved resolution. Contrary

to this, the 2.i00 grating produces very "clean" spectra and there is no ambiguity

I I I I I

1 S!

I " I I

Tungsten
E~.,~ = 2.15 keV

4’~

I I ’ I

60 80 100 120 140 160 180 200

Wavelength (,~)

Figure 4.2: ]5mgst.en spectrum taken with the 1200 l/ram gratin~ ~t t~ lower energy

than in Fig. ,1.1. The overlapping Sl)~ctral lines front multiple orders inhibits better
spectral resolution.

to the assignment of a spectral line’s wavelength. The dr~twback here is that many

more individual precisely known transitions arc. needed to adequately calibrate the

entire spcctral range. This difference bet.wccn the gratings has also been noted by

other groups using the same type of grating [51]. As a result, for the best possible

spectral resolution, all of the EUV measurements reported here were taken with t.hc

240(} grating. A description of the calibration procedure is providcd in Chap. 5.

4.1.3 The Spcctrorneter Housing

To a certain extent it is truc that a spectrometer is made up of just a properly

positioned grating and detector, dm rest: arc just bells and whistles. Hmvcvcr, it is

the ’hells and whisth;s" which make the spectrometer easier to use. The EUV fiat-

fichl spectrometer housing (hereafter this shall bc referred to as the FFS) is designed
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r-~ Grating Housing Differential

~~tem

Ultra-sensitive
CCD Detector

Focus Adjustment

Figure 4.3: The Flat Field Spectrometer system. In this configur~tion, the EBIT

port would hc to the right of the page. The differential pumping system prevenr.s
the rcbttivcly high pressure of the spectrometer housing (-~ 10 7 tort) from conta-

minating the ultra-high vacuum of the EBIT drift tube region (< 10-~° torr). The

focus adjustment rotates the gr~tt.ing, and therefore, the ~nglc of incidcnce, to align
t.hc focal plm~c of the gr~.ting with the CCD dc~ector.

around a 6.9 x 6.9 x 6.9 in3 aluminuln cube with six ports and apl)ropriatc vacuum

flanges (see Fig. ,1.3) [52]. Contained in the cube is the grating mount which sits atop

a rotatable stage, which, in turn, is fastened upon a linear translation stage. These

stages arc used to align the grating so that its center corresponds to the center of the

cube at an incident angle appropriate for whichever grating is to be used. A vacuum

feed-through -- added alter initial results were unsatisfactory -. allows the incident

angle t.o be adjusted while the spectrometer is under vacuttlll for fine l:.U.lling. "I’his

modification more than doubled the resolving power achieved with this spectrometer.

To the aft of the Ctlbt’ attaches an angled adapter, matched to angle of direct reflection
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frolll the grating, which positions the detector to observe the light diffractcd by the

grating. The adapter has two adjustable features. The first is a set of slottcd bolt

holcs which allows two fiat plates to slide against ead~ other in order to sct the detector

~:o the desired wavelength range prior to pumping on the dmmber. Thc second is a

slotted bolt circle which permits the rotation of the detector approximately ~2~ about

it central axis~.

A major concern when working with EBIT, or any highly charged ion experiment,

is that the pressure in the trapping region must be kept as low as possible to avoid

both detrimental charge cxchangc with background gas ---which would lower the

average chargc state of ions in the ~rap - -- and the production of background spcctral

lines -- which could intcrfcrc with the interpretation of thc experimental data. The

Electron Beam Ion Trap w~s originally designcd for spcctroscopic measurcmcnts of X-

ray transitions of trapped, highly-charged ions. The observation ports were, therefore,

fitted with beryllium wind¢~ws which were only penctrablc by photons with cnergics

on thc order of 1.5 keV and higher (wavelengths shorter than 10 ~). These windows

served the purpose of isolating the EBIT vacuum fi’om the spectrometers, som~ of

which arc operated with atmosphcric pressure helium: while allowing the study of X-

ray phenomena. Somewhat later, quartz windows were substitutcd for the bcryllium

in order to investigate optical transitions fi’om highly-charged ions. Bccausc the

energy of a photon in the EUV is in thc range of 25 to 1200 eV, a range of energy

readily absorbed by any type of solid barrier, special cousidcrations wcrc required

7Thc rol at ion is necessary since the COD chip is not Imrf~’ct.ly aligned within tim dc~ col or housing.

This sligh~ otl’set, h, fl um:orrt,ctcd, causes an apparcnl broadening of the spectral lines. The ro~.ation

[:an b~’ adjuslcd duriag the inilial focusing proccdut’c with the chamber un(Icr wwuum and tim
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for the implementation of an EUV spectrometer. The main portion of the FFS is

evacuatcd using a 170 li~er/s turbo pump and achieves abase pressurc ou the ordcr

of 10-~ torr, at least 4 orders of magnitude highcr than thc trapping region prcssurc.

Between thc main FFS and EBIT chambers is a diffcrcntial pumping system consisting

of a 6" "T:’ haviug slotted apertures on the opposite open ends and a 30 liter/s turbo

pump on the mid-section. This pmnping technique reduces the amount of gas flowing

iuto EBIT from the FFS by more than an order of nmgnitudc. In fact, upou opening

thc FFS to EBIT, no change in the EBIT chambcr pressure is measured.

4.2 Transmission Spectrometer

High-precision spcctroscopy is most easily performed for light i~ the visible and ncar

UV whcre quartz lenscs and mirrors arc easily uscd. Howcvcr, this is also a rcgion

whcrc invcstigations of middle chargc statc ions is somcwhat lacking. Typical tran-

sitions fi’om middlc charge state ions more often cxist in the EUV or X-ray region

reducing the emphasis on measuremcnts in the visible and near UV. There is a need

for the development of instrumentation to study transitions in the visiblc and near

UV and the identification of transitions relative to the plasma diagnostics. For this

purpose a high-citicicncy, high-precision transmission grating spcctromcter (TGS) has

bccn developed at EBIT.

The TGS uses a 6" diametcr, 0.250" thick quartz grating as its dispersive clement.

This grating was nmnufactured using special techniques dcvcloped at LLNLa [53].

SThe gratings were developed as high-~lficiency transmission gratings for frcqucu~T-triph’d 3~’

radiat.ion in solid s~al.c UV lasers a~ 351 nm. AI. this wavelength these graling have been shown to

(,xhibit a diftYac~ion efficiency ~f 9.1% in order ~ = 
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The flat, quartz plate has rectangular grooves spaced 350 nm apart (2857 1/mm)

with a duty-cycle of 0.5 (groove width = one-half groove spacing) and is optimized

for light at 3800/~ by fixing the groove profile to an optimal shape and depth. Iu

addition to the grating, the spectrometer is composed of a collection lcns, a focusing

lens., and a CCD detcctor system all of which arc mounted on a portable (light-~veight

aluminum) optical table and shicldcd from external light by light-tight walls and lid.

Figure 4.4 shows a diagram of the TGS as it is set-up on EBIT. The 130 mm diameter,

f/d.6 collection lens is positioned so that the h~cal point coincides with the trapped

ion cloud. As such, the light passing from the ion cloud through the lens colncs

TRANSMISSION GRATING

~VE~-H I III
LENS ............ /

ULTRA SENSATIVE CCD
DETECTOR WITH

~
CRYOGENIC COOLING

SYSTEM
EBIT

irigurc 4.4: Layout of components for the transmission grating spcctromctcr (TGS)

system. The optical components and detector arc housed in a light-tight box. The

EBIT vacuum is scah,d with a 47 qu~rtz window and a cylindrical tube connccr.s
tlw EBIT port to th[: box.

out as t)arallel light. ’]’he transmission grating is set to collect as ~nuch of the light

c.vlindcr as possible at an angle, t.t appropriate for whatever wavelength range of light
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is to be studied as deter~nined by the grating equation Eq. B.20

d = (sina+sixl ).

a is typic~flly set to 30° to match the Littrow angle at which the reflective diffraction

into first order coincides with incident lighs of 3500/~. The dispcrsive angle, fl, is still

~ frcc parameter for wavelength sclcction. Since the incoming light to the grating is

parallel, r -> co: and tlw grating equation can bc re-writtcn as (for m = 1)

3~-00

with A given in fl,. Therefore, light at a wavelength of 3600 ~- is transmitted at

an angle of 31.9°. Thc focusing lens, idcntical to thc collcction lens, is positioncd

to intercept the transmitted light, which it then focuses at the surfacc of the CCD

detector. The CCD dctcctor is ~nounted on a linear tra.nslation stage with 2~ of

allowable travel along the dispersive direction. This system can be set up to optimize

a single wavelength, but also provides access to a band of light approximately 200/~

on either side of this ccnt,’al wavclcngth.

4.3 CCD Detectors

The recording of spectra with the FFS and the TGS is achieved with a cryogenically-

cooled, thinned, back-illuminated charg¢,~coupled-devicc (CCD). A t, ypical CCD 

made of a silicon substratc and polysilicon gate structure separated by a silicon dioxide

layer. Photous of sufficient energy produce electron-hole (c-h) pairs in the silicon

subst,’atc and a positive electrical potcutial applicd to the gate structure creates a

depletion region whcrc the electronic charge can bc stored. However, c-h pairs can bc

crcat(’d b.v sources other than light as well. For instance, therlnal agit.atiol~ can als() 
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a source for c-h pair production. Since the rate of thermal agitation pair production

- also called dark currc,lt - is temlmrature dependent, this source of charge c~tn be

controlled by cooling the CCD. In ~dditio,~ to thermal agitation, cosmic radiation,

hard X rays, and charged particle impact can create unwanted clcctronic charge. After

production, charge accu,nulates i,~ the potential wells until-the readout proccdurc is

initiated. The total charge in thc well at any ti,nc after initializing (clcaring) the

C, CD is proportional to the product of the exposure time and the light intensity plus

any u,~avoidablc dark current. The potential well will collect all charges until it is

filled; typical capacities arc on the order of several million clcctrons.

The gate structurc is cotnprised of a 2-dime,~sional array of scvcral hux~drcds, or

even thousaads, of cohmms a,~d rows. Each gatc is cquivelant to one picturc clctnent,

o," pixel. Oncc the charge is collcctcd in the potcntial well and the readout procedure

initiated, thc charge must bc transfered to an amplifier. This charge transfer is

achieved by the application of appropriate potentials to tile gates. The charges arc

pushed across the CCD from one potential well to the next until riley reach the fi,ml

cohmm where they are read out i,~to the output amplifier. Figure ,1.5 shows a diagrat,~

of thc step by step process. Charge transfer cat~ occur in this way for thousa,~ds of

ti,ncs without significant loss of chargc.

A tcchniquc used to i,lcrc0~sc the signal to noise ratio of the CCD outp~lt is called

binning. Bin,~ing means to combinc clcctro,~ic charge from two or ,nore ,mighboring

pixels into a single, larger potential wcll at. the cxpc,~sc of spatial resolution. The

adva,~tagc of t)inx~ing is that all of the sigtlal can bc collected while supprcssi,~g readout

tmisc and. to so,no extent, dark current accumulation. Additionally, the size of the

binar.v data file is reduced b.v the bi,~ning factor. For cxamplc: u,~bimmd C.CD data
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1

The CCD is exposed
to light and a charge
pattern accumulates
in the parallel register.

2 3

Charge in the parallel The first pixel is serially
register is shifted one shifted into the output
row. The first row is node.
shifted into the serial
register.

4

The charge at the
output node is
collected for signal
processing.

5 6 7 8

¯ " I! ~
¯ , * : Steps 5 and 6 are Steps 2 through 7

¯ , repeated until the are repeated until
¯ ’ "1~ "* " , " entire serial register the entire parallel

¯ , , , is read out. register is read out.

The charge from the
next pixel is shifted to
the output node.

The charge at the
output node is collected
for signal processing.

Figure 4.5: CCD readout sequence.

files are typically 2 MB. A factor of ,1 binning in the non-dispersive direction yields

files which only ~akc up 512 kB of disk space. Since with spectroscopic data there

is critical spatial inform~tion in the dispersive direction, it is in the non-dispersiw~

direction that any binning shouhl bc done. Because binning has the effect of reducing

the number of pixcls to bc processed by the binning factor, the read out speed is also

increased by a similar factor.

In a s~andard C.CD the photons must travel through the polysilicon ga~c structure

and the silicon dioxide insulation layer to rcach the active silicon layer. Silicon and

ox3rgell hav(? significant attemlation to photons in the EUV range, therefore photons
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in this range are absorbed before reaching the active layer. There are two methods

used to circumvent ~his problem that permit the use of CCDs in the EUV range.

The first consists of applying a phosphorus coating to the surface of the CCD to

convert the EUV photons to visible light which is detectable by the device. Since the

light fi’om the pt,osphor is emitted in 4,’r sr solid angle, only the portion of converted

light directed toward the active layer at an angle less than the angle of absolute

reflection will reach the detector, thereby reducing the collection efficiency of such

a detector ]54]. Additio,mlly, clue to the separation of the phosphor and thc active

region there is a blurring effect of the emitted photons and the spatial resolution is

reduced [50].

The second method to make CCDs useful in the EUV region is to use a thinned

CCD il, which the silicon substratc, the back of the CCD.. is etched to a thickness

of ouly 10 to 25 pm and the COD is illuminated from the back -- these art: callcd,

appropriately, thinned, backside-illuminated CCDs. The absorption of incident pho-

tons betbrc reaching the active layer is reduced since they need only pass through a

natural silicon oxide layer and a thin contmnination layer of carbon, each less tha~,

100 ;~. thick [55]. The CCDs used on the FFS and TGS are of this type. Other

tcclu,ical data is given in Table 4.2.

For complete interpretation of spectroscopic data taken with a COD it is important

to understand the detection ctficiency in the energy range being investigated. This is

discussed in detail in Chap. 5 in which the inl.ensity of spectral lines is of interest.

A source of unavoidable background is present in all of our C, CD da~a. Each

integrated image shows intense peaks that are not attributable to directed stray light
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Table 4.2: Teclmic~l deta.ils of the thinned, backsidc-illumimtt.ed CCD. Tcclmical
d~ta comes from Photometrics ccrtific~tc of calibr~ttion.

Grati~g Properties

Camera hlanufacturer

Chip Manufacturer

Chip Type

Format

Pixcl Size

Physical Size

h’Icasured Gain

Electronics Unit

Tclnpcraturc l~.angc

Dark Curren~

Photome~rics

Tektronix

TK1024 Grade 1

1024 × 1024 pixel

24pro x 24pro

1" X 1"

1.45 e-"/count

CE200A

-90 - -120°C

0.178 c-/pixel/hour

or thermal noise. IIigh energy particles, known as cos~nic ray,4~, constantly bombard

the earth’s surface. Whenever one strikes tim CCD detcct(~r it leaves as its signature

an intense spik~ of hundreds or thousands of counts in a single or several neighboring

pixcls. Duc to extended integration times, usually on the order of 20 minutes per

sl)ectrum, and the fact that the CCD has n() energy-gating capabilities each image

acqL~ircs a significant number of these spikes. While they art’ a source of random

noise, their detrimental cffec~.s can bc minimized by careful software anal~’sis after

(*%’L)]ViIL~ fl’Otll ])I’ilII~L]’)’ COSIlIi(’ l’a)’ (il~(:;t~’ 0[" Ilp[)t~l" ~LI,ILIOS[)hcl’(~ hiLi]L’[l(’liOllS,
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the data is stored. Appendix C is a description of such a filtering program used in

this work for the FFS data a~,alysis.



5 TUNGSTEN IN THE EUV

EBIT is an ideal dcvicc for making measurements of a singlc clement over a series of

energies for t.he definite associatio~ of each line to its ionization energy and, therefore,

charge state. Tungsten is of interest for its intrinsic relationship to fusion plasma,s,

since many components of present day and plammd fl~turc generation tokamaks are

made of tungsten due to its physical properties. As higher tcmperature.s arc achieved,

and tokamak systems become more and more sophisticated, the ability t.o predict

plasma properties bec¢)mes more and more impcrativc. It is important, then, to have

accurate data on which to base these prcdictions. Since W is and will bc inherently

in the plasma, it is expected ~hat a significant fi’action of energy may be exhausted

via W radiation. The intermediate charge states of W from Rb-like W3~+ to Cu-likc

\¥.~5.~ are some of tile most prominent in plas~nas with ion temperatures of a few kcV.

These i(ms radiate a significant portion of their spectra in the EUV from 40 - 85 ~.

Precis(, measurements have been made of W through these charge st~es in the EUV

using the FFS. Stepping the energy of the electron beam in EBIT from 1.7 to 3.0 kcV

has resulted in posit.ire charge state identificat.ions of more than sixty of these lines

with the associat,ed transition identified for most of these.

5.1 Theoretical predictions

While many measurcmcn[s of particular lincs and thcorctical 1)rcdictions of transi-

tiol~S frt~l~ intermediate charge s~at(~ ions have been reported in the last twenty years,
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by far the most complete compilation of the wavelengths and intensities of these lines

comes from the theoretical predictions of Fournier found in Ref. [13], where transitiou

wavelengths were derived from ab initio atomic structure calculations. These calcula-

tions wcrc performed with the graphical angular momentum coupling code ANGLAR

and the fully rclativistic parametric potential code RELAC. Of particular intercst to

this work arc the predictions, thercin, of tim wavelengths and intensities of Rb-likc

W3~ - Cu-like W~5 ~ in the spectral range of 40 -. 85 ~. Fournicr’s predictions for

ions of these charge states arc displaycd in Fig. 5.1. These lines arc convolved with

a Gaussian function with a FWHM the same as the lines measured with the FFS.

The pcak of the Gaussian is proportional to the calculated collisional-radiativc line

intensity for each t, ransition computed for a pl~sma with an electron temperature

60% of the ionization potential for each ion. All of the spectra arc shown to the same

intcnsity scale with the exception of the Zn- and Go-like which are more suppressed

t}mn the others.

Most of the strongest spectra[ lines can be sorted into two groups, those ncar

45 A and those ncar 60 .~. The group near 45 ~ is composed of transitions that

arc typically I = 2 - 1 and AJ = 1, while those in the 60 A rcgion tend to bc of

the typesl = 1- 1 or l = 1-0withA,I = 1. Scvcralsi~nilar transitions can bc

traced along the changing cha~gc states a~ the core of electrons slowly changes. (For

these purposes, the core is the group o[ the electrons not directly involved in the

transition.) For instance, the core of the Cu-likc dmrgc state is a closed n = 3 shcll,

and tim transition (4p- - ( Id-).~:~ has a predicted wavelength of 49.1651 ~ -

note that this is no[ a transition to the ground stat~. Addin~ another ~l~ctron to the

core produces tlm Zn-likc charge state and a similar transition (4p-)~=~ - (4d-)].~=2
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Figure 5.1: W~lvelength and intensity predictions t~ken from results published by

l:~,urnicr [13]. The range shown (40 -- 85 ~) has a wealth of lines resulting from lung-
stcu N-shell (n. = 4) transitions in thcsc ninc charge states. Each of the predicted

lines was convolvcd with a Gauss|an function having a. line center and peak hcighi

pr[)portional to [hc im’dict[’d imcnsity - tabulated in [13] and a width (FWHM)
~,[" 0.120 A. which is approximately tha~ of ~hc mcasurcd lines.
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is predictcd to be at a slightly higher energy, A = 48.4122/~. The trcnd continues with

the Ga-like at 47.6365 ~ and the Ge-likc at 46.8054 ~, whilc the transition has now

become one to thc ground state of the ion. As-, Se-, Br-, and Kr-like follow suit with

similar transitions prcdictcd at 46.7944: 46.2940, 46.1881, and 46.1417 ,/k, respectively.

Identification of this line within a particular ion’s spectrum, the strongest in many of

these charge states, facilitates the identification of the similar transition in neighboring

charge states since the wavelength must sequentially dccrcasc.

The intensity of such lines is also a key to the identification. In a collisionally

excited plasma, transitions to the ground state will tend to be more intense than

transitions to other excited states. This is exemplified for the transition just men-

tioned. As can bc sccn in the Fig. 5.1, for thc Cu- and Zn-likc charge states the

transition is predicted to bc vcry weak, while it is to bc one of the strongest in the

remaining list of ions. The rclativc intensities of the measured lines dcpcnds on many

additional factors including the response flmction of the CCD camera and the charge

balance of the various ions prcscnt. Noncthclcss, these predictions need to be w~.rificd

with high-precision experimental mcasurcmcnts if they ore to bca trustcd data source

in future calculations of plasma parameters and radiative power loss.

5.2 Experimental Setup

For the measurement of the intermediate charge st~ttcs of W, the flat licld spectrom-

eter described in Chapter 4 was set to cover the wavelength range of 20 -- 86 ~. The

McVVA was used for the injcction of W into the trap; the gas injector was used

to suppl.v the Nc for calibration; carbon, oxygen and nitrogen, occurring as back-

gr¢~tmtt ¢:lcmcnrs, were also used in calibration. EBIT was run in a steady state ntodc
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throughout these measurements. That is, the electron beam current

ergy (E~,e~,,,) wcrc kept constant throughout the total data i,ltcgration time. Eac.h 

the data files represents a 20 mi,iutc exposure time. Multiple exposures wcrc taken

at the same conditions until enough statistics were accumulated to facilitate line fit-

ring. Throughout this series, I~,¢.,,, was kcpt at 60 mA during W and background

data acquisition aud maxilnizcd for the required energy during calibration with Nc.

Though at the higher energies the current could have been increased significautly,

this would have nmde comparisou o[ the line intensities in successive steps less clear,

since the line intensities and space charge are also a function of Ibm.,,,. Ideally, it is the

cmissivity e, that is, the photo,~ emission r~tte, that should remain the sarnc during

the mc~urcments. This can be written as

£ ~-. fie?l,e.?l.i~Ti~Ve:

whcre f;~. is the electron/ion overlap, ne is the clectron density, ni is the io,l density,

ai is the ion cross-sectio,~, and v,: is the speed of the electrons in the bcarn. Since

bcam current cart bc written ~s

Iber~m ~

where A is the cross-scc~io,~al area of the clectro,~ beam, e can be re-written in the

forln

f ie?~’iO’iIbcn,,,

A

Even assuming that the fi,,ni/A = consla.nt, which is true as a first order approxi-

matation for the small encrgy v,uriation considered here, it is known that ai varies as

a function of cuergy. From the lowest to thc highest beam energies in l;hcse measure-

ments this may have changed by as much as 25%, which directly affected the total
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number of electron/ion collisions. This, thcn, directly affected the signal at the detec-

tor. This only has importance whcn comparing spcctra at differing energies, though

for measurements at neighboring energies differing by 50 -- 100 V the change in a; is

small. For the calibration gas, requirements were less restrictive for the current since

interest was only on the line centers, not on the peak intensity. Increasing the current

does not affect the line positions or the line shapes. Settings of I~,ea,, = 27 mA and

E~,~,,,,, = 1.04 keV (appropriate for creating the Li-likc species) were used during the

acquisition of Ne data.

A point should bc made about the electron bcmn energies in this work. Between

the emission from the electron gun and arrival at thc middle of the trap region,

~he electrons are primarily accelerated by the potential applied to the entire set of

drift tubes dubbed the "ionization poteatial". Added to this is the potential on the

middle drift tube, which forms the axial trap, so that Uion + U,,,,u = U~r~t. In these

measurements, the middh: drift tube was set to 200 V above thc ionization potential.

However, there is s~ill another potential cxpericnced by the electrons, which was

discussed in reference to ion trapping in Chapter 3: the space charge of the electron

beam itself. This space charge, a function of It,~,,~, U,~,~, and r, the radial distance

from the ccntcr of the beam, can only rcduce the net potential. Several previous EBIT

rclatcd dissertations havc discussed this space charge in detail, the most complete

description by Widmamt [33]. A "rule-of-thumb" approximation of the space charge

at the center of the beam is Vsc: = 2.5 I~.,,,,/U~0-~t, with It,,,,,~ in mA, U,,r,~,t in kV,

and the result in V. The spacc charge potential at the cdgc of the beam is reduced from

this by about 15 V. Table 5.1 shows ~ summary of the twenty-three beam energies

(in ~,ithcr 50 or 100 V steps, ranging from an energy of 3.0 to 1.7 kcV). i~mluding the
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contribution fl’om the ionization, middle drift tube, and space charge potentials. All

of the beam energies listed in this work are defined as E = e ¯ (U,,~,1,~ - Use), where

e is the elementary charge unit, unless noted oflmrwisc.

Figure 5.2: Representation of the systelm)tk: method used for t~d¢ing the W EUV

d~ta. Calibration was performed with No; background lines were identified as H-

and Hc-likc carbon, nitrogen, and oxygen and were also be uscd for calibration.

In order to distinguish background lines from W lines, and to obtain a measure of

the backgrom~d integrated by the CCD detector, a sequence of exposures including

background, calibration, and W da~a acquisition was implemented. Figure 5.2 is a

cartoon representation of the scheme, for which each cycle required about 3 hours of

acquisition time. The cycle of calibration ~ W -~ backgrom~d -> W ~ etc. was

repeated until the entire energy range was covered.

The backgr~mnd data wcre actually of two types. In order to monitor for inciden-

tal lines arising frolll backgrmmd gases. 8o111(’ background data were ~aken by only

prevenling the MeVVA from triggering. This mainly resttlted in allowing O, N, and

C lines to grow stronger. To obtain a measure of other light reaching the detector
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(mainly corning frown the hot electon gun), all trapping was prevented by raising the

potential of thc middle drift tube to a value higher than that of the top drift tube.

More will bc said about the advantagcs ot" inverting the trap in this way in Chapter 7

with regards to UV spectroscopy. The backgrounds with no trapping were smoothed

and used as a b~sclinc from which thc spectral lincs were measurcd.

5.2.1 Wavelength calibration

To accurately determine wavelengths using the FFS: a suitable method of in situ

calibration was developed. The versatility of EBIT allows for rapid switching ~om

injccting metals fi’om thc McVVA to gas injection. This pcr~nits the regular intr~

duction of light gascs to be used for calibration. Ideally, all calibration would be

performed using wavelengt.hs (cncrgics) fi’om transitions that have bccn both pre-

cisely measured and numerically calculated. However, this is not ~ realistic point of

view. Precision measurements of spectra throughout the EUV arc not yet available.

Theoretically prcdictcd (and cxpcrimentally confirmed) wavelengths arc extremely

precise for H-likc transitions, and very good for He-like transitions, but beconm worse

at charge states beyond IIc-likc. In the wavelength region of these measurements,

roughly half of the spectrum is covered by several He-like transitions of O, N, and C

(up t(~ about 45 ~k), but the longer wavelengths are not accessed by vcry well known

transitions of these gases. Transitions from He-like Li, Be, or B would extend thc

limit to longer wavelengths, but there arc technical rcasons why these elcmcnts are

difficult to study in EBIT. Therefore, transitions of Li-like Nc were uscd to cover

the range from 55 -- 85 ,~. Though ~ncasurcmcnts of these lines have uncertainties

of about 5 m,~, the lines suffice for calibration, but do limit the certainty of these
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Table 5.1: Summary of ~hc twenty-thrcc bcmn energies (in descending order)
used to ionize s.nd cxcite tra.ppcd W. Thc total energy is proportional to ~hc sum

of tim ionization ~nd the middle drift tubc potcnti~ls minus the c~lcul~ted space
clmrgc.

W Injection Electron Beam Energies

kV kV mA kV kcV kV kV mA kV kcV

2.90 0.20 59 0.08 3.02 2.10 0.20 60 0.10 2.20

2.80 0.20 59 0.08 2.92 2.05 0.2{) 60 0.10 2.15

2.70 0.20 59 0.09 2.81 2.00 0.20 60 0.10 2.10

2.60 0.20 59 0.09 2.71 1.95 0.20 6(} 0.10 2.05

2.50 0.20 60 0.09 2.61 1.90 0.20 60 0.10 2.00

2.d5 0.20 60 0.09 2.56 1.85 0.20 60 0.10 1.95

2.40 0.20 60 0.09 2.51 1.80 0.20 60 0.11 1.89

2.35 0.20 60 0.09 2.46 1.75 0.20 60 0.11 1.84

2.30 0.20 6{} 0.09 2.41 1.70 0.20 60 0.11 1.79

2.25 0.20 60 0.09 2.36 1.65 0.20 60 0.11 1.74

2.2(} (}.20 60 0.10 2.30 1.60 (}.20 60 0.11 1.69

2.15 0.20 60 0.10 2.25

mcasurcments, particularly nca,’ the longer wavelength end of thc spectra. A list of

calibration li,ws used h~r this (and othcr) mcasuremcnts using the FFS can bc fouml

in Appendix A, Table A.1. Eight ol" thcsc known transitio,~s wcre mcasured ~,td thcir

line centers wcrc detcrrnincd by fitting thc resultant peaks with Gaussian functions.
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A third-order polynomial was fit to this series of data to obtain a dispersion equation

for the entire span of the subtended spectral range. The quality of the calibration was

tested by fitting wcaker, yet well known, "test" lines from the calibration gases. The

statistical deviation of the test points was detcrrnined to be within approximately

4 mi of their accepted values. The statistical deviation of the residuals of thc fitted

points was measured to bc close to 3 n~..

5.2.2 Intensity calibration

The intensity of spectral lines givcs information about the state of the plasma. For

instant, c, certain transitions may be affected by the density of the plasma and mea-

surement of thc intensity can be used as a diagnostic of thc density. Under certain

circumstances it can give information about the chargc state abundance of ions, colli-

sional cross-sections, or recombination rates. Proper theoretical prcdictions of inten-

sities arc critical to such diagnostics as the total impurity radiative power loss rate

in a magnetically confined h~sion plasma. Reliable intensity mcasuremcnts, however,

arc at best difficult, aud at worst, sometimes impossible. ~b obtain a measure of

the absolute intensily of a transition several parameters other than the signal rate

at the detector arc needed. These parameters include thc solid angle of the source

subtended by the spcctroseopic systcm, any directionality of the photons from the

source, the density of the source ions, polarization of the transition, the charge state

ratio of the ions, the reflcctivity of the grating, and the efficiency of the detector,

the last two of which are sensitive fimctions of the photon energy. For the purposes

here. a measure of the absolute intcusity is not necessary; measurement of the relative

intensity of spectral lines from within a single charge state is sufficient. For this, only
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the reflcctivity of the grating and the efficiency of the detector as functions of cncrgy

arc needed.

Several recent studies of the efficiency of spectrometer systems in the EUV using

CCD detectors have been reported [50~ 51, 54, 55]. Closely rel~ttcd to this work is the

measurement by Saemann a.nd Eidmmm from 1998 [51]. In it they report an absolute

sensitivity calibration of a flat-field spectrometer in the wavelength range 10 70/~ by

means of a laser generated plasma of well known x-ray conversion. They implemented

a 2400 l/ram Hitachi flat-field grating and a back-thinned CCD detector: this is the

same type of system as used in the prcse~t measurements. Their spectrometer set-

up consisted of two mirrors used at grazing incidcncc, a slit. thc gratiug, and the

CCD. An independent ~neasurement of the cflicicncy of the CCD detector resulted in

a quantum cfIicicncy rneasure~nent of the detector itself. By unfolding this efficiency

front the results from the spectrometer system they were able to obtain a result

independent of the CCD as well. Figure 5.3 shows the portion of the efficiency curve

for the FFS system used by Saemann and Eidmmm related to the present work. The

scvcrc dip in the curw; near .12.5/~ is attributed to a thin oil layer on rite surface

of the mirrors used in their spectrometer. Though such mirrors do not exist in the

EBIT spectrometer, it is known that the CCD detector h~s a thin l~\vcr of oil (the

result of pump oil from a vacuum accident) so it is likely a simila.r result would bc

measured from the EBIT ins! rumcnt. As such, this curw~ has been used to adjust the

intensity measurements of the intermediate charge state W transitions; the ’dip’ only

afh;cts very few of the incasurcd lines. Proposals havc been made to make an absolute

cflicicnc.v measurement of the EBIT-FFS, but it will likely be nearly a year before,

those potential results would be available. Other than slight differem:es inherent to
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any two CCD detectors, the efficiency curve in Fig. 5.3 should be compatible to the

LLNL-EBIT system.
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Figure 5.3: Measured relative ef]iciency of a FFS system similar to the one used in
the present me~surements at EBIT.

5.3 Experimental Results

Figure 5.,1 shows a series of the two-dimensional W raw-data spectra taken witl, the

tlat field spcctromctcrm. The x-axis shown is an approximate wavelength scalc for

display purl)oscs. The individual spectra are marked with their associatcd beam

energy (y-axis) and arc stacked to show how spcctral lines can bc idcatificd not only

by wavelength, but l)y charge state. For instance, the leftmost Line near 60 ~ in the

bottom spectrum (2.61) has been identified ~s the (4s+)]j=~ (4p+)~j=~ transition

from the Cu-like isoclt,¢’tronic SC(lUence. It is, in fact, the strongest line (~bscrvcd from

mN~t~’ the raadom while, d~,ts i. t.lm figure. Each o[’ these is cattsed by the iateraction o[’a cosmic

ray with tim CUD. Ihumw~d ~[’ these spols was pct’h~rmcd by the Iiltcri.g program dcscrib~’d i.

Appt’mlix C.
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this charge state. Note that by 2.46 it is very weak, by 2.41 it is hardly discernible: and

by 2.36 it is no,i-existent. Association with the Cu-like charge state can be confirmed

by the fact that the ionization energy of the Zn-likc charge state is 2.37 kcV, so at

energies below this level, no Cu-likc W can be present. Much of the charge state

idcntificatio,~ throughout, this work has bee,~ performed using this type of analysis

as well as comparison to previously reported measurc~nents and prcdictions. In t}m

following will bc presc,~tcd measurements fro,n the Rb-like (V~~’~) through Cu-like

(W’~’~ ) charge states of W, including wavelength assignments and relative intensities.

All of the d~tt.a files ~tt each of the twcn~,y-thrce electron bca, n energies studies wcrc

i,~dcpcndcnily filtered of cosmic rays. The smoothed baselinc was then subtracted

flom each spcctru,n, and the files of the sarnc encrgy were summed. Each of the

summed spectra were then analyzed by fitting the peaks with Gaussian functions

using tlw Peak Fitting Module of Microcal’s Origin, version ~. O, software. The width

of the lines were linked, but allowed to w~ry during the fitting process. In other words,

all of the fitted lines in a spectrum ~vcr¢:. constrained to have the same FWHM, bul

this para,nctc,’ was optimized for each spectrum. Of interest from the fit results was

the Gaussian li,m center and total area. The li,m centers (in channels) wcrc co,~vcrtcd

to wavclc,~gth units using the 3’’~ order polyno~nial dispcrsio,l equation. By following

the dcvelopmc,~ts or decay of the line intensity of any line through a series of c,mrgics,

the cha,’g¢’ state from which the li,w emanated could bc identified. Comparison of

wavclc,~gths with the calculations of Fournier and of previous measurements allowed

h~," idcntilical ion of ,hOSt of the related tra,~sitions. Tables 5.2 through 5.10 sum,narizc

tlw line identifications by charge state. Tim levels (lower ~tnd uppcr) listed 

tables use the h)llowing ,m~ning scheme, ~.s described by Fournicr. In tlw in~.ermediatc
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Figure 5.4: Series of spectra taken wit.h the flat-field spectrometer. Each of the

lifteen images was obtained at. a different beam energy and represents 20 mim~t.cs of

dnta accumulation, during which W was injected into l,IBIT’and the electron beam

current w~s s~’t to 60 tnA. The spectra are identified by the electron beam energy

(k~,V). Tlw wavelengths (/~,) listed at tho bottom are only algproximaw. The short

wnvclongth end t~f c~ch spectra was cropped to highlight the most interesting region

f~w W: the full wavelength range extends to 2{}/~.



62

charge states of W, LS coupling is no longer appropriate. RELAC’s intermediate-

coupling calcula.tions are carried out on the j j-coupling basis set. The jj-orbitals nlj

are represented by nl+ or nl-, where the -~- indicates j = l+ 1/2 and the - indicates

.7’ = 1 - 1/2. Then, 3da/~ = 3d- and 3d~/~ = 3d+. Iu the tables, when both nlj

orbitals i~t a shell are full, the shell is reprcsentcd by (nl) ~, where k is the maximmn

occupancy of the shell. As an example, (3d-)a(3d+)6 = (3d)l°. These closed shells

and subshells arc actually omitted from the tables exccpt where omission might result

in confusion.

The ninc tables arc all organizcd in the same way. First arc listed the atomic lev-

els involved in the transition, as described above. Then arc the total J values of the

lower aad upper levels. Next, arc listed the predicted (from Fournicr) and measured

(present experiments) wavelengths. In () following the measured wavelengths 

measure of the statistical uncertainty of each wavelength. The best lincs have statis-

tical errors which arc less than 2 nu~. Larger error bars (up to a factor of 10) rcsull

from transitions which arc either sonmwhat wcak, or arc blended with neighboring

lines from the, same or close charge states. An additiomtl 4 lr~ should bc added to

the unccr~ainl.y of each line due to the poor precision of the calibration bcyound 45 ~.

Finally, llw predicted and measured relative intensities arc listed. By relative inten-

sity is meant for the calculated trausitions the ratio of the line’s collisional-radiativc

line intensity to that of the strongest predicted line of the same charge state, and for

a m~,asurcd line the ratio of that line’s area to thc measured area of ~hc strongest

predicted line in that charge stat~r after taking account of the intensity calibration

discussed in the previous section. The strongest predicted line is used rather t|tan

the strongest measured line s~ that comparisons to theory can bc better made.
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Table 5.2: Rb-like Wa9+

{ground state: (4s)2(4p)6(4d-) 1 J = 3/2}

Level Waw;lcngl, h Intensity

Lower Uppt,’r Jt d,, Pred. Meas. Pred.

(4d-)~ (4p-)~(,ll.,,+)~(4d-)~ 3/2 3/2 44.7664 45.7810(22) 1.00 1.00

(,ltl--)~ (.lp-)l(4p+)’t(4d-)t(4d+)l 5/2 3/2 45.4795 46.0640(55)b 0.39 0.25

(,ld-)~ (4p-)~(,lp+)’t(,ld-)~(,ld+)~ 5/2 7/2 45.5502 46.0040(55)b 0.75

(,1,1--)~ (4p-)~(dpd.)’t(,ld-)’~ 3/2 5/2 49.0304 49.6407(54) 0.78 0.58

(,ld-)x (..lp)~(41-)t 3/2 5/2 56.0552 50.8797(41) 0.52 0.35

(-’ld-}~ (,lp-)~(,ll,-l-)’q4d.I-)’~ 3/2 5/2 56.680,t 57.7547(14) {}.38 0.23

(4d-)~ (4p--)t(4p+)’~(4d-)t(4d+)t 3/2 1/2 60.7172 -- 0.21 -

(.ld--)t (4p)~(4f+)~ 5/2 7/2 6{I.9222 61.9200(83)b 0.59 0.15

(4d-)~ (4p)a(df-)1 5/2 5/2 61.3401 61.9200(83)b 0.22

(4d-)~ (4p-)~(4p+)a(4d+)~ 5/2 5/2 62.0895 63.4319(119)b (I.46 0.13

(4d-)t (4p-)~(4p+)a(4d+)~ 5/2 3/2 62.1379 63.4319(119)b 0.3,1

(4d-)’ (,lp-)"(,ip-I-):’(4d-)’i,ld-I-)’ 3/2 3/2 63.77,15 6,1.8250(200) 0.50 0.16

(,ld--)~ (4p.-)~(,ll)-~.)a(,td-..)~(4d-t.)~ 3/2 5/2 65.7032 66.29252(147) 0.38 0.12

(,ld-)~ (,lp-)~(4p+)3(4d-)~ 3/2 1/2 81.2985 81.4573(89)b 0.02 0.05

(,Id-)~ (,lp.-)’~(,lp+):~(,td-)’~ 3/2 3/2 81.3594 81.4573(89)1) 0.05

Figure 5.5 shows the nine measured charge states of W displayed in a sinfilar

fashion to the calculations of Fournicr on page 50. Each of the displayed spectra are

accumulations of all data taken at each energy after background subtraction. Notice,

however, that the apparent baseline for the lower energy charge states is higher than

for the higher energies. This suggests the existence of many more unresolved, low-

intensity lines adding to a quasi-continutm~. This agrees with predictions of many
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Table 5.3: Kr-like W39"~"

Lower

{groum[ st.atc: (4s)~’{dp)~ J = 0}

Level Wavclength Intensity

Upper ,]~ d,, Pred. Mcas. Pred. .Mcas.

(4p)~; (4p-)~(4p+)’~(4d-)l 0 1 46.1417 46.6703(12) 1.00 1.00

unkm,wn unknown ...... 19.36511(57) 0.11

m~known unknown ......... 50.2057(6,1) .-- 0.09

unknown unknown -- 57.7171(70) -- 0.18

unknow~ unknown ..... 62.3659(43) -- 0.1,1

(,tp)e’ (4p-)~ (4p+)’~(4d+)~ 0 1 63.3262 63.8834(41) 0.96 0.22

(,lp)~ (4p-)~(dp+)’~(4d-)~ 0 1 80.8856 80.6,120(226) 0.13 0.06

weak N-shell transitions and the measurement of a quasi-continuum found in tokamak

and laser plasma spectra at these energies. Evcn though these EBIT mcasurem(u~ts

arc well resolved in both wavelength and electron energy, a remnant of this f(;aturc

s~ill persists.

The most notable difference between the measured and predicted transit.ions is

that the measured lines show a lower ~han predicted intensity in the 60 .~ range as

compared to the 45 ,~, lines. This is exemplified in Fig. 5.6, where th(: spectra obtained

at 2.05 keV (optimized for Se-likc) is shown along with a simulated W-spectrum using

Fournicr’s predictions weighted as 10~ As-, 35% Se-, 35% Br-, 15% Kr-, and 5~:

like. All of the strong features in the measured spectrum appear in the simulated

data, albeit, regularly at shorter wavelengths. Even after nmking the adjustment for

the cm,rg,v response of the CCD detector, the shorter wavclcugth transitions, tha! is.

those which arc tyl)ically of ~hc ~ypc I = 2- 1, appear much stronger than predicted,
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Table 5.4: Br-like Wag~

LOWeE

{grouud sgat, e: (4s)2(4p-)2(4p+)a J = 3/2}

Level Wavelenggh Iu~,ensigy

Upper ,h J~, Predicted Measured Pred. Meas.

(,tp.-)2(,tp-i-)a (,tp-)~(4p.t.)s(,ld+)~ 3/2 5/2 45.6687 45.9539(26) 0.09 0.00

(,tp-)2(,lp-t-):~ (.tp-)~(:lp+)S(4d-)~ 3/2 1/2 ,16.0686,16.8267(09)b0.4,t 3.61

(,lp-)~(4p+)a (,tl,-)t(4p+):~(dd-)~ 3/2 3/2 4(J.180846.8267(09)b1.00

(,lp-)2(dl,+):~ (dl,-)~C.4p+)a(4d-)~ 3/2 5/2 d6.1881 ,t6.8267(09)b0.55

(4t,-)~(4p+):~ (4p-)~(4p+)3(4d-)~ 3/2 5/2 50.0103 50.6605(99) 0.05 0.17

(,tp-.)~(dp+):~ (,ls+)l(,lp)a 3/2 1/2 60.3869 61.0d99(29) 0.24 0.33

(,lp-)’~(,lp+)a (4p-)2(4p-I-)~(dd+)~ 3/2 5/2 63.877,t 64.6606(155)1.00 1.00

(4p-):(.tp+)a (,lp-)~(4p+)~(4d-b)~ 3/2 3/2 6,1.9009 65.6575(59) 0.53 0A2

(4p-)~(4~+)a (4p-)~(4p+)~(4d-)~ 3/2 5/2 80.8922 81.1531(03) 0.11 0.21

relative ~o the 60 It band of lines.

The Rb-likc charge state is the mos¢~ complex of thc series of ions in this study.

With thirty-five bound electrons, the ground state has nine electrons outside of the

grc~test-.n closed shell (n = 3 is closed) leading to a very complex level configuration.

Adding ~:o this complexity are the rnany possible allo~vcd transitions in the wavelength

mngc 40 -- 80 A. Ten lines were measured which could be attributed to this charge

st~tc. As is truc throughout this work, the lines’ identification showed that the

predicted wavelengt:hs wcrc all somewhat shorter - that is, higher in energy - by

~l)out 0.8/~, on average. This difference remains approximately the same regardless

of whether the transition is to the ground state or not. Four of the measured lines arc

believed to I)c unresolved blends of transition pairs. Each of these states only (lifters 
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Table 5.5: So-lik(: 4°+

Lower

{ground state: (4s)’~(4p-)2(4p+)2 .! = 2}

Level Wavelength Intensity

Upper J~ J,L Predicted Measured Pred. Meas.

(4p-)~ (4p-I-)~ (,lp-)~(4p+)’~(4d--)~ 2 1 46.1020 46.3776(27) 0.40 0.57

(4p -)2(4p-.~-)~ (4p-)t(4p+)~(4d-)~ 2 2 46.2597 46.9573(21)b 0.80 3.30

(4p-)~(.lp+)~ (4p-)~(,lp+)’~(4d-)~ 2 3 46.2940 46.9573(21)b 1.03

(4p-)~(4p-~.)’~ (4p-)t(.lp+)’~(4d-)~ 2 3 47.3587 47.6044(42) 0.07 0.71

(,lp-)"(4pq-)’~ (4p-.)~(4p+)~’(4d-)~ 2 2 48.3487 48.7460(56) 0.06 0.26

(dp-)’~(dp+)’~ (4s+)~(41,-)~(4p+)"~ 2 1 58.6736 59.5257(66) 0.12 0.42

(.ip-)’~ (:tp÷)’~ (4s÷)~(4p-)2(4p+)~ 0 1 61.8501 62.193,1(163) 0.17 0.30

(4p-)~(dp+)~ (4s+)l(dp-)2(4p+)’~ 2 2 61.9725 62.6885(38) 0.48 0.7.1

(dp-)’~(dp+)’~ (4p-)~(dp+)~(4d-)~ 2 3 6,1.9719 65.8729(25) 1.00 1.00

(4p-)’~(4p÷)’~ (4p-)~(4p+)~(4d-)~ 2 2 70.5446 71.1180(34) 0.15 0.23

(4p-)~(4p+)~ (4p-)~(4p+)-"(.ld-)~ 2 3 78.2{)18 78.9521(121) 0.16 0.32

the total .)" value of the upper state. The ~ransitions are marked in the tablcs by a ’b’

following the measured wavelength. The second component of each line pair is lisl,ed

with no measured wavelength. Only a single R.b-like transition (£~,.~t. = 60.7172

tha~ was predicted to bc at least as intense as other klcntificd lines is not found.

Removing another electron fi’om the Rb-likc charge state produces an ion of the Kr

sequence. Many fewer lines wcrc predicted for this state. Seven were measured, but

only three of these could be attributed to pr~xticted Kr-like transitions, even though

the other four had intensities which preak at the same beam energy as the other

Kr-likc lines. Transitions from neighboring states wcrc also checked as candidates,
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Table 5.6: As-like W~1~

Low{~r

Level

{ground state: (4,)’~(4p-)"(4p+)i J = 3/2}

Wavelength

Upper J~ J~ Pred. Mcas.

I,~tc,~sity

Pred. Meas.

(4p-.)X(,lp÷)l(,ld-)~ 3/2 3/2 46.4378 4"/.0480(58) 0.9,1 0.73

(,lp--)x(4p÷)~(.ld-)~ 3/2 5/2 46.794,1 ,I7.2873(81) 1.00 1.00

(4p-)~(4p-F)t(4d-)~ 3/2 3/2 50.8943 51.0906(108) 0.0,1 0.{}4

(,l.~-F)~(.lp-)’~(,lp+)~ 3/2 3/2 60.0871 60.7285(11) 9.51 0.23

(4s-~)~(4p-)e(.’lp-F)" 3/2 5/2 64.4133 0.1.8883(47) 0.63 0.18

(4p-)~(4d+)~ 3/2 5/2 69.7964 70.1,196(39) (I.30 0.08

(,lp--)~(4d-)~ 3/2 3/2 80.0287 80.8888(166) 0.09 0.02

Table 5.7: Ge-likc W’12+

I,ower

{g.’ou,~d state: (ds)2(4p-)~ J = 0}

Level Wavelcagth Intensity

Upper Jt J,, Pred. Mcas. Pred. Meas.

(,Is)~(,lp-) ~" (4s)~(4p-)’(4d-) ~ 0 1 46.8054 47.1905(28) 1.00 1.00

(4s)’~ (,lp-.)2 (,l.~)’~(4p-)’~ (4p+)~ 0 1 60.8203 61.3939(60) 0.49 0.55

(,ls+)~(,lp-)’~(,lp+) ~ (4s+)~(4p-)~(4d+) ~ 1 2 70.3807 70.4349(65) 0.01 0.0,1

(,1.~)’~ (4p-) ~ (,11~+)~ (,ls)’~(4p-)~(4d-) ~ 2 2 82.7390 83.2887(39) 0.00 0.92

but, no satisfactory assignments could be made. The two most intense ~ncasurcd

li,ms’ wavelengths were about 0.6/~ louger than prcdicted, while thc third was at a

shorter wavclc~gth. This wc~k line, however, Imd too poor statistics t.o attain a very

accurate measuremenI:. The followiug three charge states had seven, tcn, and seven
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T’,~ble 5.8: Oa-like W’m’

Lower

{ground sttttc: (4s)2(,lp-)1 J = 1/2}

Level Wa velez~g t h Intcnsi~y

Upper Jl J,, Pred. Meas. Pred. Mcas.

(,lp-)~

(..1~-)~

(4~,-)~

(4d-)~ 1/2 3/2 47.6365 ,17.9029(24) 1.00 1.00

(4s.:-)~(,lp-)~(,Ip+) ~ 1/2 1/2 5~.8762 60.6157(,12) 0.67 0.35

(4s-)i(4p-)~(41,-) ~ 1/2 3/2 60.8198 61.33,11(21) 0.75 0.62

Table 5.9: Zn-like W~’i~

(4,~-~)~(.~p-)~ (~ls÷)Z(4d.-’)~ 1 2 44.3837 4.’1.5299(62)0.01 {}.04

(,ls~-)l(4p-)~ (4.,-:-)Z(4d-)~ 1 2 .18A122 4~.61(}5(27) 0.33 0.09

(4s)~ (4s+) ~ (,1t,+)~ 0 1 60.6646 60.9310(17) 1.00 1.00

(,ls+)~(,1p+)~ (,ls+)~(~ld-)1 2 2 06.4622 6G.9301(,10)0.05 0.04

measured lines, respectively. Most of these lines were found in the 45 .~ complex.

The decreased resolution of lines within tl,is grouping from their neighbors resulted

in increased sc~tt.cr of the mc~mured wavelengths. The difference between theory and

experiment averaged, again, about 0.6/~. The final four states in this series produced

a combim:d fifteen measured lines in this range. These lines all were well resolved and
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Table 5.10: Cu-like W’~+

{gro,md state: (3d)l°(4s+)1 J = 1/2}

Level Wavelength

Lower Upper .It .1,, Pred. Meas.

Intensity

Pred. Meas.

(4p-)1 {,ld-)~ 1/2 3/2 49.1651 49.2080(63) 0.06 0.26

(4.~+)~ (4p+)1 1/2 3/2 62.1868 62.3355(19) 1.00 1.00

(,ld-)1 (,l f-)1 3/2 5/2 68.0099 68.1569(28) 0.01 0.04

(4p+)~ (4d+)t 3/2 5/2 71.8900 71.9437(503) 0.10 0.08

sccn over many bcam energies. Additio~mlly, since thc ionization potentials of these

charge states arc also more scparatcd than the others, the wavclength measurements

were notably more precise than others. These lines also agreed bcttcr with wavelength

predictions than those of lower clmrge states, averaging an offset of only 0.3/~., with

the Cu-likc sequence being the most accurately described (having a 0.1 ~ offset).

5.4 Discussion

The measurements of the wavelengths of thc W-EUV radiation from intcrmcdiatc

charge st~tcs has shown agrccmcnt to within 1% with the fully-relativistic ab ini-

rio calculations. Even though this agree~nent is not great, it is sufficicnt enough to

identify most of the lines in the spectra of EBIT due to the capability of optimizing

particular charge states. In the cast; of a tokamak plasma, for which charge state

resolution is not nearly as good as EBIT, the calculations arc only good enough to

identify groups o[~ lines. Furthermore, for high-he laser plasmas with many clmrge
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Figure 5.5: Line-out spectra of W ~t ,,i,,’ energies optimizing the charge sta.tes

,,masur~d in ~:hcse cxpcrim~m~s. The intensity has been sc~fled according to the

method previously described. The r~sed section within ~hc dotted line aad mm’kcd

by an * is an a.rtiSu:t of thc stmrp drop due m the cnvbon-edgc in the intensity cali-

bration. Each spectrum is marked by ~he charge state optimized at tha~ particular

energy. The beam energy of each spectrum w~s 1.79. 1.89, 1.95, 2.05, 2.10, 2.37,

2.,16, 2.71. a.nd 3.02 keV for the Rb- through Cu-like, respectively. Typically, three

or four other chm’ge statcs were present simultaneously ~t varying stages of ch~rge

I)alm~ct’. Comp~trison of Lhis to the similar figure derived from the c.alcula.tions of

Fournicr (Fig. 5.1) in general shows good agreement, though the det~ls o~ intensities

are sometimes significantly different. The measured wavelengths and relativ¢, line

intensities arc listed in Tables 5.2 through 5.10.
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Figure 5.6: So-like W compared to si,nuhttod spectrum, a) EBIT spectrum opti-

mizing the Se-likc cha.rge sta~c of W; b) ~ simula.~ed spectrum from the calculations
of Fournicr with several charge states represented ~ levels similar to those fom~d in

lh~, EBIT spectrum.

states and many mort’, lines present, identification of most of the lines is hopeless.

In fac~, thc c,~lculations can even bc somewhat mislcading witl, shifted prcdictio,~s

leading to thc incorrect idcntification of clmrgc st~ttes. Nonetheless, give,~ the com-

plcxity of the ions., thcory does a good job of producing a first order prediction for

the wavelengths as long as experiments such as those at EBIT can bc ~,sed to test

the theory.

In that. light, it is not surprising that there is divcrging agrecmcnt, hetwcc,~ theory

a,~¢l these mcasurcmcnts as thc ionization stages incrcasc in thc number of bound
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elcctrons. This is expected as the number of possible transitions increases and the

structure becomes more complicated. Morc refined calculations have been shown

to predict the transition energies with better ~tccuracy. [The best calculations ~u~d

measurements of Cu-likc (4s+)~=½ - (4p~-)~=~ transitions in the EUV from high-Z

ions are addressed in more detail in Chapter 6, where agreement of one part in one-

thousand is achievcd.] More surprising is the disagreement in the predicted versus

measured relative intensities of the transitions. Even after making the adjustments

to the spectra tor the e~mrgy response of the spectrometer system, there remains

~ discrcpm~cy on the order el" 2x in the ratio of the "6(} /~," group to the "45 ~,"

,group intensities. Specifically, the iatcnsity of the 4p - 4d transitions appear more

intense than predicted. Several possible cxplaina.tions for the disagreement have been

invcstig~tted and arc summarized below.

It is important that the cfficicncy of the spectroscopic system bc known as a func-

tion of energy. This includcs the response of the rcflcction grating and the response of

the detector. The detector response is known to depend on the energy of the imping-

ing photon. In fact, because silicon is effcctively opaque to radiation in ~he EUV.. a

thinned, back-side illumimttcd CCD is uscd h)r detection in this region. However, the

m~mbcr of clcctrons collected by the CCD per incident photon, t.hc quantum cfiiciency,

must l,c known accuratcl.~, to makc a proper assessment of the rcl~ttive intcsity of the

spectral lines. The quantum efficiency depends upon the manufacturing process, thc

i.hickncss of the silicon oxide layer and the resulting "dead laycr"’ where electrons arc

l"cpcllcd rather than collcctcd, as well as on the avcrage photon energy necessary to

cre,xI.e an clcct:ron-holc pair in the active silicon. Bec,~usc of the variations inherent in

each CCI) (nminly duc to the variation in the thickness of the dead layer), ideally 
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spectrometer would bc calibrated using a standard light sourcc such as synchrotron

radiation. Instead, for this work, the published efficiency of a spcctromctcr system

similar to the one used at EBIT has been taken, leaving some possiblity that the

disagreement could bc duc to the lacking instrument calibration.

There arc also ccrtain approximations in the calculations that need be examined

for possible effects. In these calculations the nuclear charge is a~sumed to be a point

clmrgc, whereas other calculations assume some sort of finite charge distribution for

tlw nuclear charge. It is noted that this difference only matters for orbitals which

penetrate the nucleus and only affects the calculated energy of the ~ransition, and,

therefore, .’~ point charge should be a valid approxinmtion in thcsc calculations. Even

so, any small adjust~ncnt t;his may cmtse to the calculation of tim transition energy

should have a very small effect on the calculation of thc intensities of the transitions.

Another possible causc of variation in the prcdicted intensities is the lack of inclu-

sion of recotnbination cffcCts in the calculations. Through the processes of recombina-

tion ,rod cascading decays froln highcr levels, states which arc not prone to population

through the ionization/excitation process may yet be significantly populated. This

may, in turn, weight the iutcnsities of the lines in these memsurements diffcrcntly

than in the calculations. Inclusion of these effects in the calculations would bc uscfttl,

though it is understood that this would result in more complicated atomic codes.

A final factor that has been considered is the differing plasma parameters between

tokamak calculations - thosc rcportcd in [13] - and EBIT measurements. Though

the typical tol~mmk ion density of is siinilar to tlmt of the EBIT, a tokamak plasma

typically has a broad Maxwellian electron temperature distribution with wings ex-

tending the energy of a significm~t portion of the electrons to values much higher and
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lower than the average. On the othcr hand, EBIT has a very well dcfincd electron

energy with a spread measured to be only about 50 cV. The possibility that the in-

tensity differencc was the result of the difference between these two types of source

was checked by re-computing the results for conditions more simil~ to those found in

EBITIt [56]. Though some of the intensities changed by a significant fraction, none

of’ the stro~gcst lines varied by a significant: alnott~t and no systematic trend of the

intensities was identified.

liar tim request of t~his aut.hbr, Fournior graciously re-calculated the transition cm~rgics and

predicted intcnsit,ics h~r intermediate charge st.atc ions of W usiag parmm,ters similar t.o those lbund

ill the EBIT.



6 CU-LIKE IONS

Thc study of spcctra i,~ thc EUV from ions along thc Cu isoclcctronic sequence pro-

vidcs a stagc for attaining i,nportant benchmarks through both precision experimen-

tation and modern atomic structurc theory, l~’~’om the experimental standpoint, thc

production a,~d charge-state isolation of Cu-like ions is casicr than for ions of othcr

charge states. The ionization potcntial ncccssary to create Cu-likc ions is typically of

thc order 1 -,1.5 kcV for thc clcmcnts bcing considered here. This is an encrgy rangc

easily acccssiblc b.~, many cxpcrimcntal dcviccs such as tokamaks, lascr deviccs, and

EBITs. Even though the ncx~ highcr charge state, the Ni-like sequcncc, is produccd

within only about 0.1 kcV, the spcctra of these ions is very weak in the EUV owing

to the fact that thc spcctra arc real,fly n’ -~ 3 (n’ = 4, 5, 6...) transitions cmitti,lg

at much highcr, X-ray, cncrgics. Thereforc, there is a broad rangc of energics avail-

ablc to create a predominantly Cu-/Ni-like charge balance by burning out the lower

charge states, a,~d creating a vcry ’clca,~’ EUV spcctra with only nmstly Cu-likc li,ms

rcmai,~i,~g. This, in turn, reduces the possibility of line blends, or even misidenti-

fication. For thcory, thc Cu-likc sequcncc reprcsents a co~nplicated atomic system,

having twenty-nine clcctrons, that can be simplified due to the fact that only a single

valence electron exists outside of the closcd n = 3 shcll. Thc Cu-likc systcrn is, i,~ a

way, similar to a H-like systc,n if, as a firs~ approximation, thc electrons residing in

tch closed shclls arc assu,ned to bc only weakly interacting with thc valcncc clcctron.

This is cvcn truc in a physical sc,lse in that the closed-shell electrons couplc and

reduce their "individuality". Mastcri,~g thc tcch,~iques to completely dcscribc sin-

75
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gle valence electron syste~ns is a first step in accurately describing all inulti-electron

atomic systems.

6.1 Theoretical predictions of the energy of the 4Sl/2 - 4p’~/2

transitions

Many calculations to predict the energy levels and transition energies for the lowest

levels of the Cu-likc ion have bccu made in the last twenty years. The first reported

measurements of ~hc wavelengths of Cu-likc transitions from heavy elements was re-

ported by Sccly et al. in 1986 in which they compared the wavelengths i’rom Au,

Bi, Th, and U measured using the OMEGA laser to theoretical values calculated with

a mul~iconfiguration Dirac-Fock (MCDF) package, using the extended average level

(EAL) method, with transvcrsc Brcit and QED corrections [57]. They reported sig-

nificant difl’crcnccs between tim measured and calculated valucs which they attributed

to "a departure from the scalcd hydrogcnic QED contribution to the .’Is energy," in

other words, to a dciiciency in the theoretical treatment of the QED. In thc following

year, Cheng and "~4agncr repeated the calculations made by the previous group, but

with some modifications, in an attempt to understand the causcs of the difibrcncc be-

tween theory and experiment [18]. They again used the MCDF package, but instead

of the EAL method they calculated the transitions in the optimal level (eL) approxi-

mation t() account for core relaxation at each cncrgy level. In addition, they included

finite-mmlear size cffccts. With results that agreed better with expcrimcnt than the

previous calculations they concluded that the residual discrepancy noted by Sccly et

al. was probably duc to the omission of thc finite-nuclear size effects which ~rc im-

Imrtant for low n and 1 states, and that their improved treatment of QED c¢,rrcctions
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was good enough to give good csti~nates of its contributions. In 1989, a sccond paper

by Secly et al. reported the observation of 4sl/~ - 4p~/~ transitions in Cu-likc ions

from mid-Z elements (including Sn, Xc, La, Nd, Eu, Gd, Dy, and Yb) made on the

Princeton Large Torus tok~mak (PLT) !9]. They concluded from comparisons of these

wavclcngt.hs to the calculations of Chcng and Wagner that significant discrepancies

still existed and attributed these to electron correlation corrections that arc not ac-

counted for in the calculation. So in thc course of two yca.rs tinm there appeared some

debate over whether there was good agrccmcnt between theory m~d experiment, and

the role of QED, finite nuclear size, and correlation corrections in these c~lculations.

Bctwcen 1988 and 1990 ~t series of three papers on thc topic ol~ rel~ttivistic, many-

body pcrturb~ttion theory (MBPT) studies of encrg.~, levels of ions having a single

v~lcacc electron outside of a closed shell was published by Johnson et al.: the third of

which rcportcd calculations of energies of 4s~/~ and 4p:t/2 st.ares of Cu-likc ions with

nuclear charge in the range Z = 29 - 92. These calcub~tions were based on Dirac-

Fock (DF) wavefunctions and included Coulomb correlation corrections (second 

third order), retarded Brcit interaction, correlation corrections to the Brcit interaction

(second ~nd third order), tinite nuclear size corrections, m~d reduced mass and mass-

polarization corrections. They did not include QED corrections such as the electron

self-energy and vacuum polarization, but h~tve otherwise been considcrcd to be thc

most complete theoretical treatment to date.

Two calculations havc sought to provide thc necessary QED corrections so th~tt

comparisons betwccn experiment and these theorctical results could bc carried out.

The first was published in July of 1991 by Kim ct al. In that work the authors

actually calculated the level energies usil~g a relativistic MCDF mcthod which they
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subtracted from the MBPT results of Johnson ct. al. iu order to obtain relt~tivistic

correlation cncrgies. The correlation energies wcrc then fitted to a power scrics in Z

in order to obt~iu a smooth corrcction for this correlation energy. In addition to this,

thcy calculated thc QED corrcctions via thrcc independcnt approximations in order

to compare them which they referred l;o as the < r > mcthod, thc p method, and the

Wclton method~. Whereas the p an(1 thc Wclton mcthods wcrc in close agrcelncnt

with each other, the <.,’> method was found to lcad to transition encrgics with poor

agrccmcnt to cxpcrimcnt, especially at high Z. It was the < r> mcthod, howcvcr,

that Scely el al. had used in thcir previous comparisons to experiment.

In ordcr to compare thc theoretical rcsults to the measurcd values, a total cncrgy

was de~ermined by summing thc MCDF cncrgy, the rclativistic correlation cnergy, and

the QED correction h’om the Wclton method (in this case it gave results closest to

the measurcmcnI:s throughout the rangc of Z). Kim et al. thcn computed "predicted

values" bascd ou the total theory mimes thc differencc between the theory aud expcr-

imcnt after adjusting the diffcrcncc as a function of Z to have s~noothly varying first

and second dcrivatives. Comparison of thcir predictcd values to the measured val-

ues lead to an interesting conalusiom They aoted that experimental values obtained

from spcctra of laser-produced plasmas had a tendency to be too high in energy as

compared to the calculations, while the data obtained from tol~um~k pl~mmas wcrc

in cxccllcnI agreement with thcir values. A c.omparison of their calculated and ex-

perimental values is shown iu Fig.6.1. The tokamak points includc data. taken at

cithcr the Princeton Large 2brus toka~nak (PLT) or the Tcxas expcrimen~al tol~unak

~’l’h,.se approximations are only used in the calctfl~tion eft the screened self energy. For the vacuum

polttrization tht,y concluded that tim corrc¢.:tioa terms were much smaller than Ihc u~x¢’ert~intics in

the screening of the self cncrg)’ and ~,ere, therefore, m)t included in I.[m total energy.
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Figure 6.1: Frocr.io~,al difference between the theoretically prcdictcd and rneasurcd

vo.lues of the energies of the 4sl/2 - zip3/2 tra.nsitiol,s ~tloz,g the Cu isoclectronic

sequence. The mc~surcmcnts were mode at various sources with those having Z

greater than 45 coming from either tok~mak or laser produced plasmas. The frac-

tional difference is defined here as 10¢i ¯ (p~c.~.va[~c ..cxpo~.vah~c)0.5*(prcd.value-l-cxpcr.value) 

(TEXT) and the laser points included data from either the OMEGA or NOVA lasers.

The notcd trend from the spectra obtained at high-Z is obvious.

The second report of calculations of the QED correction reruns was published i~

March of 1993 by Bhmdcll [17]. Ualikc the calculations of Kim e~ al., these wcrc

ab initio calculations of the screened self-energy and the vacuum polarization. A
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comparison of thc energies of the 4s~/2 - 4p3/~ transitions as predicted by Bhmdcll

and by Kim et al. shows thai othcr than for low-Z, the two nem’ly indcpendcnt

predictions havc vcry similar results, with Kim et al. predictions having slightly

highcr encrgics. Figurc 6.2 shows thc comp;trison of the two theoretical prcdictions on

thc samc sc~tlc as the previous figurc. Plottcd arc the differences (Blundell predictions

- Kim predictions) in parts per million for each clement. The discrepancy ~t low-Z is

discussed in detail in [17]; regardlcss, it is below the Z of intcrcst in this work.
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Figure 6.2: l,¥actional difference between ~l,e two sets of theoretically predicted

values for the energies of the ,is1~ 2 - ,lp3/~ ~t’~,nsitions ~long the Cu isoelectronic
(HhmdelI-Kim)scqttexlce. The fk’ncliomd difference is defined here as 10° * 0.5,(Bhmdcll-I-Kim)’



81

6.2 Wavelength measurements of the 4sl/~. - 4P3/2 transition

Measurements of the wavelengths of the 4s~/~ - 4p3/2 transitions for 6 high-Z elements

(Yb, W, Au, Pb, Th, and U) have bccn made using the same spcctromctcr system

as for the measurements in Ch. 5, that is, using the 2400 l/ram variable line spaced

coacavc grating in the FFS. Each of the measurements was made in a similar manner.

The clement of interest was injected into EBIT using thc MeVVA system with a low-Z

clement, such as A1 or Cu, as the trigger wire. The use of a low-Z element for the

trigger wirc limited thc possibility that spectral features from that clement would

occur in the same spectral region as the lincs being studied. The heavy clement was

held in the EBIT trap region for a few to several seconds while the encrgctic electrons

from the beam stripped the ions to the desircd clmrge state. Lowcr-Z contaminants

were displaced during thc long trapping time as well.

The electron beam energy clmscn for each measurement depended on several factors

and was optimized h)r each elcmcnt. As aa cxamplc consider thc case of Ytterbium

(Yb). The energy required to ionize Yb to the Cu-likc charge state is 1.99 kcV

and to the Ni-likc charge state is 2.(}5 kcV (A list of ioniz~tion potentials relewmt

to this work m~y be found in Table A.3, page 122). Since the energy necessary to

further ionize the Ni-likc state is much higher (3.45 kcV), there is a broad energy

range available to optimize the Cu-likc charge state component. Note, also, that

since the ionization of the Ni-likc charge state entails breaking into the n = 3 shell,

the strongest spectral lines eu~sociatcd with this and higher charge states arc found

at a much shorter wavelength than those of thc Cu-likc state. This means that the

electron beam energy can bc raised until the lower charge states (As-, Gc-, Ga-likc,

etc.) arc sufllcicntly weak, but kept low cnough th~tt there is sufficicnt signal from
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t.he Cu-like state to be detected. This same concept was applied for each ion along

the Cu isoelectronic sequence.

One final similarity to be noted in each of the data sets is the met.hod of data

accrual. In all cases, the total area of the CCD c.hip was binned by a factor of four in

the non-dispersive direclion to create an effective CCD array 256 x 1024 pixels. Due

to minor spectral aberrations, the image of each line is slightly curved at the CCD

surl~ce. Simple summing across the dispersion direction would, ~hcrcfore, artificially

broaden the line width. Inslead, the files were individually filtered and collapsed

int~, one, three, or eight, columns depending on the line intensity and ~ noted in

the descriptions of each element that. follow. Each of the sections was independently

calibrated, effectively increasing the number of only loosely dependent results~a by a

factor equal to the number of cohnnns. Calibration was performed by determining

the central position (in chmmels) of a nmnber of well known transitions, then fitting

these t.o a g"~-order polynomial. The background light emission rccorded by the CCD

was determined by rmming EBIT with an inverted trap, that is, with the middle drift

tube at a higher potential than the top drif~ tube, so ~hat no trapping occurcd. Since

there is some random noise associa~:ed with the readout of each image, even wit:h

the trap inverted, several background spectra were averaged and smoothed so that

they could be subtracted from the data files before fitting. Then, each of the files

was imported into a peak fitting proN’am. Here the Pe~: Fit Mod~le of M’ic.~vc(~l’s

O~’i~li~., versio~ ~.0 was used. The peaks were fit with Gaussian functions of which

the peak heighl, cent.mid position, and peak area were stored. An example ~ff ~hc

~aTlm resnl~.s are ilOt I.~t ally il~dt~[)t~lld~l~l. ~ince the each tff ~.lm cohttlllls was ,~bl.ained trader t,xactly

identical conditions, and several s~paral.e m~easuremenl.s are fit.t.~d using I.lm smn~ calibrati~m.
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spectra and calibration is shown in Fig 6.3 for the case of uranium. A summary of

the results from each of the measurements is found in Table 6.1 at the end of this
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Figure 6.3: EUV spectra obtained with urm~ium injection (sha.dcd area) m~d ni-

trogen injection (unshaded area.). The mm’kcd N lines a.rc some of thos~ used 

the calibration. The lines marked a., b, and c are Cu-like 4.sl/2 - 4p3/2, Zn-likc

4,~2 tSo - 4s,lp iPi, a.nd a blend of G~-like 4s24p 2P~/2 - 4s4p2 2Ba/,~ a.nd Go-like

4,~4p~ :~Po - 4s4p’~ aDl, respectivcly. U was injected with Ebeam. = 6.8 keV and

Ib~,m~ = 113 mA.

chapter (scc page 95). A list of all of the calibration lines’ wavelengths ttnd limits 

precision may bc found in Tablc A.1, page 119.
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6.2.1 Ytterbium

Yb (Z = 70) is the lowe.st-Z clement of interest here, and therefore, also that with

the longest wavclength. It serves as a useful connection bet~veen these measurements

and those made of middle-Z elements at tok~m~aks: which agree well with theory and

theoretical trends. In contrast, previous measurements of high-Z (Z _> 7(}) eh:ments

were all made using the aforementioned laser-produced plasmas and were noted to

have a trend of higher energy than predicted. Having a wavelength of near 75 ±~, this

transitio~ fits well into the optimal range of the 2~10{] l/ram grating.

Nitrogen, ca~’bo~, and neon transitions were used for the calibration of ~he cntirc

spcctr~l range. C~u’bon is a normally found in b:tckground spectra as a contaminant

cl¢:~ne~t so no injection was needed to measure these lincs. Nitrogen is also normally

found in the background spectra of EBIT, but the intcnsity was we~k enough duriag

this set of cxpcrimcnts so that injection of N~ gas was warrm~tcd. Transitions of

hydrogen-like and helium-like carbon and nitrogen in the range of 25- 4{}/~ ~nd

lithium-like neon r.ransitions f¥om near 56 to 88 ~ werc used to calibrate thc entire

spectral ra~gc. In all, a total of eleven well-known transitions were used to calibrate

the 102~ dctector channels and the entire wavelength range covercd was determined

to bc 23.:1 -- 90.8 ~. Limiting the precision of this measurement was the lack of

precise calibration lines ne~r the long wa.vclength cnd of the spcctrum. The Li-likc

Nc transitions used in calibration have an uncertainty of 5 m~, which added an

uncertainty o[" about 3 m~ to the calibratiCm in the 75/~ region of the spectrum.

The Yb spectra were made at an electron be~m energy, E~,,:,,, = 2.51 kcV, and

a beam curreat. I~.~,, = 57 mA. Each spcctrum resulted from an integration of 20

miml~.cs ol" observa[ion, and h~r analysis, scts of I:hrcc spectra were summed. Su{ticient
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line intensity allowed for each of the sum spectra to bc dividcd into three parallcl

sections with ranges of CCD cohmms: a) 5- 80, b) 85 - 170, and c) 175 - 255. Nine

hours worth of obscrvation rcsultcd in twenty-seven mcasurements of this transition.

Neon and carbon calibra~.ion spcctra wcrc taken in bctwcen cach t~vo hours of Yb data,

whereas the nitrogen ~vas injcctcd before and after the nine hours of Yb injection.

Thc calibration data wcrc separated into two groups with thc first 5 hours of Yb data

being associated with the first group, and the last four hours with thc second. This

allowed ibr a check of any systenmtic shift of the lincs ovcr the course of timc -- nonc

was found.

As a final check of systematic errors, a transition to thc ground state of thc Be-likc

Nc was measured: ls~2s’~ ~So - ls’~2s’lp ~I~t with an acccpted wavclength value of

75.765(5) ~. [58]. Thc wavclcngth mcasurcd using the abovc method of calibration

and six indcpendcnt measurements was 75.7665(36) h, where thc error in the last

two digits listcd i~ parcntheses is the statistical deviation of thc six mcasuremcnts.

Agrccment betwccn the measured and known value is within the statistical limit.

By varying thc cncrgy of the bcmn above and below thc thrcshold to produce the

C.u-likc chargc state, and having knowledge of results from calcula.tious and prcvious

measurements, the 4s~/.2 - 4p.~/.~ trm~sition was identified. Additionally, scvcral lines

from lowcr chargc states persistcd during thcsc measurements, the strongest of which

has bccn identified a~ the ,Is~ ~So - 4s4p ~P~ transition from the Zn-like ion. Thesc

two, as well as two significantly wcaker lincs wcrc fit in all twenty-seven scctions.

Each of thcsc lines was well resolvcd from the others and had statistical deviations

similar to thc Be-likc Ne line discussed above.
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6.2.2 Tungsten

Thc W measurement, has been discussed in detail in Ch. 5, so only a few words about

it will be mentioned hcrc. No separate measurement of this line was made. Unlike

~hc other mcasurc~nents o[ this transition, for W the clcctron beam was scanned over

a series of energies, both above and below threshold, and ~ll spectra with significm~t

intensity in the Cu-likc charge state were uscd in the analysis.

6.2.3 Gold

One ol’ t.hc easiest elcmcnts to inject into EBIT via the McVVA is Au. As such, the

production of intense lines from Au is readily achieved. As before, injections fi’om

the McVVA and gas i~iection system were alternated, and background spectra wcrc

regularly obtained. The Au data, taken at the optimal cncrgy for the production of

the Cu-likc charge state (E~,,~,,,, = 4.01 kqV, I~,~,~,,, = 75 mA), were summed into three

data sets. However, the calibration for ~11 of these sets is from a single set of summed

data. The intensity of the Au lines and calibration spectra allowed for separation of

the spectra into 8 sections to allow for minimal line width mid optimal line litting.

The columns summed for each section were: a) 0-32, b) 33-64, c) 65-96, d) 97-128,

e) 129 - 160, f) 161 - 192, g) 193 - 224, h) 225 - 

The wavelength of the transition in Au, near 48.9 ~, warranted the use of cali-

bration lines between those of the C and Nc. Two transitions to the ground state

of No-like Ar, having wavelengths of 48.730 and 49.130 ~, respectively, were suited

nicely for this purpose. These two lines appeared in the Ar injection spectrum quite

intensely, however the wavelengths arc known to only ~0.002 ~ [59]. This uncertainty

increased the error limit of the measurement, but was somewhat compensated for by
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use of well known C, N, and 0 spectral lines in the shorter wavelength region. The

entire subtended spcctral region was determined to bc from 14.6 - 73.0/~. Varying

the wavelength of t.he two Ar calibration lines by their 2 n~. uncertainty during the

calibration fitting process, an additional unccrtainty of 0.4 m~ was introduccd to the

measurement of the Au transition.

6.2.4 Lead

Contrary to the easy injection of Au, Pb i~tjection is often more difficult on EBIT,

requiring much more time to achieve the same level of statistics. In addition to this,

the wavclcngth of this Cu-likc Pb transition coincides with the carbon-edgc absorption

identified in the intcnsity calibration of the CCD (sec Fig.5.3 on page 59) at 42A/~.

In fact, the measurcmcnIo of this Pb transition was repeated a second time after it was

found that insufficient injcction levels were achicved during the first cxperi~nental run

to make a precise measurement of the transition. Calibration of the Pb data files was

made by litting known C, N, and Nc lines, as was done for the Yb. The entire spectral

range was me~sured as 23.4 -- 90.9/~. No separation into columns was performed h)r

this data, though scvcral hours of accunmlation wcrc summed into each of 9 data

sets. Two of the data sets wcre taken with E~,,,, = 4.53 keV and It,~,,,~ = 105 mA,

thc remaining scvcn scts had E~,~,,~ = 5.08 kcV and I~,,,,~ = 107 mA. The wavelengths

of all of the Pb data wcrc fitted by a single 3~d-ordcr polynomial rcsulting front the

fit of all of the calibration lines. Since thc wavelength of this line is closc to the

He-like C I(e.~ transition, the unccrtainty introduced by thc Ne calibration lines was

less problematic than was for the Yb.
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6.2.5 Thorium

Over the course of completing this set of experiments, ~ task that spanned some 7

months, conditions in the EBIT chamber varied somewhat. In particular, the level

of certain background contaminants and resulting vacumn chanfl~er pressure were at

times worse than others. The contaminant.s are normally light elements such as C, N,

and O, but sometimes heavier gases such as Xc are present as remnants of experiments

performed by one of the other two groups who regul~rly operate EBIT. Iu addition, as

with m~y type of expcrimc~tal apparatus, uncxpcctcd problems occur which must be

~ddresscd. These wcrc the case during the measurement of the 4~.1/~ -4p.~/,2 transition

i~ Cu-likc Th. At the time of these measurements, the levels of background C and 0

wcrc high enough that injection of these elements was not necessary in order to use

them for calil~r~ttion. The injection of N2 gas resulted in intense spectra with all three

of these light elements present. However, this did not impede the progress of these

lncasurements, since light clcmcnts arc mostly displaced from the tr~p aftcr several

hundred ms by the injected he,try element and the spectral features from C ~tnd 0

do not overlap with the measured Th line.

As for the alluded to "unexpected problems," during the Th mcasurcmcnts the

electron beam current was lilnitcd by over-heating of the collector. During normal

operation the collector, which is used to stop the steaming bca~n electrons, is cooled

with a constant, slow itow of liquid N~ (LN.~). Over the course o[ many months

of EBIT operation without interruption, the transfer lines c~rrying the LN2 from

a storage [acility to EBIT developed ice bloc.kagcs, which limited the flow ~o the

collector. The reduced cooling cfIicicncy resulted in the nccd to operate EBIT at

lower currents than otherwise would have bccn achievable. This problem has since



89

been corrected ~md further avoided by regularly warming EBIT to room temperature,

thereby melting any blockages.

In spite of the minor problems, the Th results turned out quite well. Six sets of

Th data and three sets of calibration lines wcrc collected. Intcnsities were sufficient

for dividing the spcctr~t into eight columns as was done for the Au, resulting in forty-

eight measurements of the li~m position. Adding to the precision of the results is

that the position (near 29.0/~.) of the line falls in between the He-like N resomtnce

and iuterconfl~inatiou lines at 28.7870 and 29.0843 t~, respectively. As a test of the

precision of the fit, residual oxygcn lines still present in the Th data were measured.

The He-like resonance line of O was measured at a wavelength of 21.6008 ± (}.0059 ~,

very close to the precise value of 21.6015 ~, m~d well within the statistical error b~r.

Hydrogen-like Lye.~ was measured to bc 18.9670:t:0.0061 ]~ compared to the calculated

value 18.9671/~, again proving to be quite accurate.

6.2.6 Uranium

The last clement in this systematic study was U. Being the heaviest clement occuring

natur~lly in significant quantities, the ato~nic physics of U is of extreme interest.

The stroug Coulomb attraction between ~he nucleus and atomic electrons results in

a significant overlap of the nuclear and atomic wavcfunctions, pa.rticul~trly for high-Z

ions of intermediate and high charge states. Injection of U poses no problcms for

EBIT, and because it is heavier than any other element in EBIT, trapping times of

ten scco~ds or longer allows for tile optimization of the Cu-like charge state.

Calibration of the spectra was madc with eight known transitions of lines from N

and O, only. The spectra had a range from less than 10 to greater than 5{I A. Since
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the grating response is no lo~ger focused on a. flat plane at wavelengths shortcr than

around 10 .~, a significant portion of the 1{}2,1 channels was out of focus - this portion

was ignored in the ~nalysis. The wavelength of the Cu-like U transition is near 26A ~,

therefore, the N and 0 lines were sufficient for calibration. Ne-likc Ar lines, that were

used h~r the An calibration, were tested in the calibration of this spectrum and effects

from the inclusi(m of these lines were noted. A difference of less than 0.5 ~m~ resulted

when comparing the measured wavclength of the Cu-likc U line with/without the Ar

line included in tim fit. However, the uncertainty in the w~vclength of the Ar lines

limited their usefulness, and it was decided to not inclndc them in the calibration.

Three sets of U data wcrc accu~m~lated for the measurement, M1 of them calibrated

with the same pol~.nomial fit. Two of the sets werc ol)taincd at ~,,,,,, = 6.79 keV

and I~,~,,,,, = 113 mA, whereas the third was at a higher energy, E~,,,,,, = 8.10 keV.

At the higher energy, above the ionization potential of the Ni-like charge state, the

accu~nulation rate from the Cu-likc charge state was significantly lower, but nearly

all of the lower charge state lines wcrc a.bscnt. No systematic shift in spectral lines

was measured between the data at each energy, suggesting the abscuce of ttny hidden

line from lower charge states interfering with the measurement. Each of the three

sets was SClmratcd into eight columns, so, in totM, twc~ty-h)ur measurements were

made of the line.

6.3 Error Aanalysis

One of the most important aspects of spectroscopic measurements is to not only report

the most accnral.e results possible, but to adequately account for an error budget, both

statistical and systematic. Statistical errors arc the easier to understand since there
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exist accepted formalisms and proofs leading to an appropriate answer. Systelnatic

errors, however, Inust be determined from experimental test of parameter variations

and cross dmcks of results. In the following will be shown some of tim formalism

for the statistical error reported here, as well as a discussion of potential systematic

errors.

6.3.1. Statistical errors

The analysis of statistical errors begins with the assig,mmnt of an error limit for an

individual measurc~ncn{:, ai. As was meutioncd previously, each of the measured lines

- calibration and Ou-like lines, in pro’titular was fit with a Gaussim~ function~4. of

which the peak ccn~cr (channel), width (FWHM - chammls), and area (total counts

in the line) wcrc rccorded. The error associated’with a single line must be a flmetiou

of the line shape m~d the nmnbcr of counts, N. For a Gaussi~n, this error is given as

ai = ’w(~/N). (A thorough discussion of the derivation of this m~d other related

h~rmulae can be found in numerous books on experimental statistics, such as [60].)

Each of the Cu-likc lines had at least 3000 counts, us{rally many ~norc, and FWHM

of approxinmtcly 1.7 chammls. ~’om these, the minimmn error for each line is a~ =

0.03 channcls.

Each of the Cu-likc lines was measured multiple times, the least of which was

during the Pb measurement, for which 9 measurements wcrc made. The aver~tge and

error resulting from n multiple measurements arc given by. ~ = Ei=~" ~?~/~i=,P" ~ and

a = ~/1/E’i=l ~, respectively. For the case of Pb, using these formulae results in

¯ ’~ ~e-4 ~’~ ¢~~:~, where A isbll"or lhc liue fitting the G~mssian functkm takes the form y : ,,~ V ~ "

the area, w is the FWHM, and x,. is tlm x coordimttc of the poiut of greatest, iutensil,y.
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~J,b = 668.8317 :t= 0.0107 channels as the measure of the line center. This error is

equivalent to 0.0006/~.. More meaningful, however: is a ,~masure of tile scatter of the

multiple measurements. This tot~l statistical error, not weighted by the ,mmber of

counts in an individual li,~c, is given b.~,’ ~r.,.~. = \/(n - -1 ~(A; - ~)2. a~.d. is the

likelihood that another meast~rc of the same line will end up within ~,his limit. For the

test case of Pb, ~r.~.~.~,~,~ = 0.08~i4 channels, equiw~lent to 0.0052 .~. The a~.~. of each

measurement is listed i,~ the first sot of parc,~thcses for the present me~surements

listed in Table 6.1.

6.3.2 Systematic errors

Systematic errors are ot’tcn subtle, requiring checks and cross-checks of data in order

to be identified. For this reason several independent measurements of each line were

madc. Whe,~ possiblc, multiple sets of calibration data were used. Mcasuremcnts

wcrc run at various energies in search of lines f,’o,n other charge states that may skew

the peak fitting. Commonly found was a li,m at slightly shorter wavele,~gth f,’om a

lower charge state, as depicted i,~ Fig. 6.4 for the Au data, but this line w~ easily

resolved from the Cu-likc line causing no increased uncertainty in tlm wavelength.

Data taken hours ~tpart were compared to look for temporal shifts of the spectra

that might result f,’om ihtctuatio,~s in the position of the beam or cha,~gcs that might

occur to the st)cctromctcr due to temperature fluctuations i,~ the room - none wcrc

found. The o,~ly significa,~t systematic error to be ~mtcd is in the lack of precision of

certain calibration lines. As discussed in the prcceding sections, whc,~cver possible

only precisely calculatcd or measured hydrogen- or helium-like transitions were used

h)r calibration. Thcsc li,ms arc known to better than 0.001/~, but, conservatively,
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Figure 6.4: EBIT FFS spectrum obtained during Au injection at m~ energy Ebe,,,,, --:

4.[}1 kcV. Tim alphabetic characters point ou~: a) Cu-likc 4s~/2 - 4P3/2, b) weak
transition likely front the Zn-like charge state, c) a blend of Gt~-likc 4s24p 21~/.~ -
4s,tp2 ’2P3/.~ and Gc-likc 4s24p2 aPo - 4s4p3 3Di, d) Zn-likc 4s2 ~So - 4sdp ~Pi, and

c) G~t-like ,1,~2,/p 2Pl/~. - d.s4p2

a 1 m/~ systematic error has bccn assigned to each line due to these calibration line

uncertainties. Beyond 45 h, however, it became necessary to use transitions from the

Li and Ne isoclcctronic sequences. Increased uncertainty was noted in thc text where

applicable and added ~() the systcmatic error. The total systc~natic error is listcd

in ~t~c second set of parentheses for the present measurements listed in Table 6.1.
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It should be ,~oted that. in all cases where it was possiblc to measure a well-known

i,~dependcnt transitio,~, agreement with the know,l values was much bette," ~ha,~ these

error ranges.

6.4 Summary of results

A summary of the rcsult:.s from t.his series of measurements, as wcll as a listi,~g of

other mcasurcmc,~ts and the two thcorctical predictions, is given in Table 6.1. All of

the wavelengths listed u,~der ’Experi,nental - Previous’ have been taken i’rom lascr

produced plasma expcrimcnts. This is ,mr a complete list o~’ all experimental data,

but wlmt is believed to bc thc prcviousl.v reported best. measurements. The exception

is for the lowcst-Z element, Yb, for which the value as mcasurcd at the NOVA laser

is reported at 75.842115]. Another measurement at the OMEGA laser facilikv yielded

an eve,~ shorte," wavclc,~gth of 75.816115] /~ [62], whereas a measurement madc at

thc PLT tokamak agrccs bct~cr with the present measurements at 75.85, but with

a ,’clat.ivcly large error bar of 0.03 ~-. A revised version of Fig. 6.1 (page 79) 

givc,~ now as Fig. 6.5, having rcmoved all of the laser produced plasma results and

included the six measure~nents of the Cu-likc 4s1~ - 4p3/.~ tr~t~sition fro,n EBIT.

There now appears to be significant agrecmcnt bctwccn the measured and predicted

values of this tra,~sition along the e,~tire rm~ge of Z, with the exception of vcry-

high-Z. Although it is impossible to know why the transitions measured from lascrs

tended to lmvc higher energies than either theory predicted or what was measured

at i, he LLNL-EBIT and the PLT-I, okamak, it is pla.usible thai, line blends from ions

of lower charge states i,~tcrfc,’cd with the proper w~tvclcngth interpretation. Fro,n

the work done on W, reported in Chap. 5, it is evident that intense lines f,’om the
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Table 6. I: Summa.ry of the measurements of the 4si/2- 4p:ff,2 transition along the

Cu isoelectronic sequence for the 6 ions in these cxperimonts. "Theory -- Kim",

"Theory - Blundell", and "Experimen~ -- Previous" refer to the predictions and

measurements in [16], [17], and [7, 57, 61], resp~ctiw;ly. Se~ Sec. 6.1 for det.ails.

All values are given in units of A. The ,mmbers in [] are the errors of the previous

measur~-:ments as st a~ect in the li~ere~tu,’e. The vMue listed for Yb was measured

~t the NOVA h~ser facility. Another measurement ~t. the OMEGA l~ser facility

yielded ~t,~ cw:n shorter wavelength of 75.816115] /~. [62], whereas a measurement

made at the PLT tokamak agrees bcttcr with the present mcasurcmenr.s ~t 75.85:

but witli a. rcl~t.iw;ly large error b~,.r of 0.03/~. The mimbcrs in ( ) arc the statistical

and systematic error of the present ,ncasurements, respectively. Note that the

w, lues in [] ~,rc an order of magnitude l~trger than those in (). See the text for

details.

Cu-likc 4s~/~ -

Element (Z) Thcory Theory Experimental Experimental

Kim Blundell Previous Prcscnt

Yb (70) 75.86075.864 75.842115]75.8595(24)(4(})

W (74) 62.:]3462.3,11 62.304115]62.3355(19)(40)

Au (79) 48.929 48.928115]48.9280(21)(1,1)

Pb (82) ,12.37742.381 42.3,19115]42.3740(52)(25)

Wh (90) 29.01829.022 28.990115]29.{}224(28)(10)

U (92) 26.42O26.423 26.400115]26.4325(15)(10)

As-, Go-, and Oa-likc charge states lic between the Zn-likc ,l.s ~ - 4s-.lp and Cu-likc

4s]/2-4p3/.2 transitions. Evcu with thc use of an electron beam with an enc,’gy sprcad

of only 50 cV, the measurements on EBIT were not able to fully eliminate the Zn-likc

charge state and still retain a significant signal from the Cu-likc charge stal:e. Laser
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]’~igure 6.5: Reconstruction of the graph from Fig. 6.1 having removed the laser

produced plasma data ~md introduced the EBIT data ii’om these measurements.

Note the significantly improved agreement with theory and the continuation of the

trend set. by the I,okamak data.

produced plasmas do not have the energy resolution of EBIT to comI)aratively isolate

individual charge states, and it is likely that these lower charge states were present in

the dat.a used to measure the Cu-likc transition. Whenever line blends arc present,

c.w;n if the lines are. accounted for and included in the tit, it is impossible t[) avoid the

addition of significant uncertainty. Moreover, should thcsc higher energy lines not bc

accounted tbr in the fit, the measured line position of the Cu-likc transition would

be shifted towards the higher cucrgy end of the spectrum. (A shift towards higher
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or l(m,er cnerg3, would not neccssa.rily be predictable for the Zn-likc case, siuce it is

surrounded on both sides by lines from lower charge state ions. Any shift would have

to bc addressed in a more systematic way, and likely would depend more critically on

the exact plasma conditions.)

As for the slight disagreement between the presently reported value of the U-

transition and that predicted by Kim and by Bhmdell, thcrc are two possible causes.

First of all, in any measurcment of this type, there is a certain level of statistical

fluctuation. It is totally withiu the precepts of statistical aualysis that one or two out

of six measurements will bc outside of the onc-~r error bar. Another factor to weigh is

that thc effects of quantum electrodynan,ics beco~nc more pronounced at very high-Z

and incomplete theories tend to predict transitious that arc too high in energy. An

indcpendcut measurement of this transitio,~ in U, or a series of measurements at high-

Z with five times bcttcr precision, ~w~uld be required to distiuguish theoretical trends

from experimental uncertainty.



7 TI-LIKE W IN THE NEAR UV

Much has been said to this point about plasma diagnostics fl’om intermediate charge

state high-Z ions focusing on measurements in the EUV. Equally important are mea-

surements of transitions iu the UV and visible region of the electromagnetic spectrum

which may be used to determine plas~m~ parameters. ~I~) reiterate what was said in

Chal) 2, spectroscopic diagnostics in this spectral region, particularly those related

to relatively high plasma temperatures, arc wanted duc to the relative case of ob-

servation and the potential for high precision measurements not achievable in other

spectral bands. In low (icnsity plasmas, forbidden transitions with lifetimes OlX the or-

der of milliseconds often appear with a much greater intensity than the more familiar

allowccl transition.

Feldman, Indelicate, and Sugar predicted the behavior of the M1 transition ~s~3p~3d:~ 5D~-.

r’D:~ a.long the Ti isoclcctronic sequence to be rat:her unusual. Their calculations sug-

gested that in ions ranging from Nd:~8~ through U7°+ the wavelength of this transition

would vary only fl’om 3560 to 3200 ~ [21]. Typically, transitions along a range as this

would spat from the IR to the VUV (Scc Fig. 2.2 in Chap. 2 page 10). Calculations 

the 3d’~ ground state configuration were made using a Dirac-b~ck code optimizing each

level and with complete core rel~ation. Also included was maguctic interaction with

full retardation in the Coulomb gauge, screened radiative corrections, and nuclear

size corrections. A full description of the calculation is given in their publication.

It should be noted that tbr Z ~ 50, LS designations arc most appropriate for the

energy levels in the 3d’~ r~ ground terms. However, ibr Z > 50, LS coupling becomes

98



99

less meaningful in the term classifications, and jj coupling should be used. Nonc-

the-less, to avoid confusion between designations, ~u~d since this transition is bet~veen

levels differing only in J, the levels will bc designated only by their J valuc with the

understanding that thesc arc transitions within the ground term.

For low Z values, the five ground term levels, namely J = 0, 1, 2, 3, 4 arc predicted

to have energies ordered according to their J values, therefore, a magnetic dipole

transition from the J = 3 state can only occur to the J = 2 lcvcl. Near Z = 52

a h;vcl crossing occurs such that the .1 = 4 level drops below thai of the J = 3,

allowing the lattcr to decay by an M1 transition to cithcr of the levels ,1 = 2 or

J = 4. While the (2 - 3) trm~sition exhibits the unusual w~tvclength behavior, the

(4 - 3) ~ransition behaves in a more usual ~nammr h~ving transition wavelengths 

the IR nc~r the level crossing and rapidly moving into the VUV by Z = 74. As the

atomic: number increases beyond 52, the branching ratio of decay from the J = 3 to

e~ch of the other two states also changes dr~mmtically. The prcdictcd branching ratio

for several clemcnts along this sequence are listed in Table 7.1. At Z = 74 only 16%

of the tra.nsitions from J = 3 should decay into the J = 2 state. Furthermore, at

very high Z the transition becomes very weak and, hence, is less likely to bc useful

as a p~ssible diagnostic.

7.1 Measurement of the ground term .1 = 2 - 3 transition of

Ti-like W

Since the publication of’ the calculations of Fcldmm~ et al. some measurements of ~hc

ground term ,l = 2 - 3 transition of Ti-like ions with Z = 54 -- 64 have been rcportcd

which diffcr from theory by about 200/~ [23, 63, 64, 65]. Thc only measurement with
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Table 7.1: Calculated branching ratio for the MI transitions A: J = 2 - 3

B: J = 4- 3 i~, the ground configuration a.long the Ti isoclectronic scque,lce. The
branching ratio is defined as A/(A - B) [21].

Branching Ratios

Element (Z) Branching Ratio

(54) 100(’~

Nd (60) 77%

Tb (65) 43%

Yb (70) 24%

w

Pb (82)

U (92)

an ion beyond the point which the J = 4 -. 3 transitiou domim~tes the branching

ratio was recently nmdc with Au at the LLNL-EBIT usiug a moderate resolution

normal incidence reflection grating spectrometer [66] -- a precursor to the present high

t)rccision measurement. To comph)tc thc test of theory and to provide a benchmark

valuc on which fl~ture measurements and theory can rely between the prcviously

measured values, a high-rcsolution me~urement of the J = 2 - 3 transition of Ti-likc

W was made. As was strcssed earlier, W in itself, is of particular intcrcst as this

ma~crial is uscd in divcr~ors and other mechanical clcmcnts exposed to the plasma.

Paramouut to the completion of this measurenmn~; was the development of the

transmission gra.ting spcc~.rometer described in Chap. d.l~ The transmission grating

~The spectrom(~ter w~ originally designed and constructed in 1998 tbr the mcasuremeut of the
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spectrometer combines extreme precision and optimal collection efficiency in the near

UV and visible. The wavelength of the Ti-like transition predicted by Fcldmau e~

al. was 3546.1 ~; however, each of the previous measurements of other elements

determined wavelengths on the order of 5% longer than predicted. Therefore, the

spectrometer was set up to scan dm range from 3430 to 3880 ~ in search of the line.

One of the difficulties of using the TGS was the set-up and h~cus of the optical

system. Being designed for dispersion of laser light, the flat, quartz grating wants

the incoming light to be parallel. This, of course, requires the precise alignment of

the focal point of the "collection lens" with the center of the electron bemn inside

of EBIT. The standard technique of autocollirnation was not applicable, because the

light source is both too weak and also inside the UIIV vessel, not yielding any way to

observed re~rorcflcctcd light. In a two-lens system, though, focus at the detcct.or can

be achieved fbr any source/first-lens distance by appropriately moving the second lens.

Thus, to achieve p~rallcl light between the lenses requires more than .just acquiring

a satisfactory h)cus at the detector. Instead of using the "focusing lens", it was

temporarily removed fi’om the system and replaced with a commercial UV camera

objective. (The shutter on the detector is also capable of supporting standard Nikon

lenses to f~)c.us on the CCD.) This objective w~s set to focus p~rallcl light (focus 

onto the detector plane. The collection lens was then adjusted until the best focus

was achieved. Afterwards, the camera objective was removed, and the transmission

grating and focusing lens wcrc pu~ in place. Next, thc position of the second lens

was adjustcd tmtil a good focus was achieved at the center of the detector. As a final

liyperthm transition iu H-like TI near 3800 ~ .. a me~urement requiring extreme precisit)n and

optimal collection ctticiem:y. Due to cat~mtropltic f~ilurc of the SupcrEBIT vacuum sysl,cm in 1998,

tim usc~ of this spec~roxxmtt~r was rc-dirccl.cd l.owards other measurtmmnl,s.
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ad.iustmcnt, the detector was rotated until the best focus was obtained across the

entire spectral range of tt,e detector.

The next obstacle to overcome was the calibration of the spectrometer system.

Since the optical system is composed of four independent, free-moving parts (2 lenses,

1 gr~ting, I detector) mounted on a table only loosely fixed to EBIT, the calibration

must 1)c iu situ, and must t)c pcrforn~cd each time the spectrouletcr is set up. Cali-

bration usiug external sources, such as st~tndard spectral lamps shining though a port

opposite, to the spectrometer, is quite difficult and has the possibility of adding addi-

tional systematic errors. Known lines in the UV/visible emitted from highly charged

ions within EBIT arc uncon~mon a~d do ~,ot have the precision and accuracy ~’equircd

for calibration. There is, though, a third option. One of the byproducts of gas in-

jection, other than providing ions to bc trapped, is that atoms streaming through

the chaufi)er and p~ssing through the electron beam have a good chance of collisions

with beam electrons and still not becoming trapped.. The collisions may strip one to

~ few electrons f,’om the atoms while leaving the remaining atomic clectr¢)ns possibly

iu an excited configuration. These electrons can then make fast transitions to lower

states, many of which are in the range of this spectroscopic system. The spectral lines

from these low-charge state ions appear at the CCD detector regardless of whether

the drift tulle trap is set or not. By raising the potential of the ~niddle drift tube

to a higher valt,e than the top drift tube, spectral features from low charged ions

can bc distingnishcd from those of higlfiy charged ions. This is called "inverting the

tr~p" and Ires proven to bc very helpfnl in spectral charge state idenl:ification. Since

no trapping and further ionization occurs, the spectrun~ is fairly independent of the

beam energy permitting the energy, and the~’cforc, the c~,rrcnt., to be run at. relatively
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high wtlucs enhancing the line intensities. A further distinction between thesc two

’types’ of ions is the length of the spectral feature. Whereas trapped ions oscillatc

between the top and bottom drift, tubes, thcrcby imaging the entire clcctron beam

in thc trap region, un-trapped ions simply emit light from thc portion of thc beam

through which the gas jet intersects. Figure 7.1 is a cartoon reprcsentation of two

possible scenarios. The first case (A) shows the normal situation of m~ applicd trap

potential; (B) represents a~ invcrtcd ~rap so that nonc of thc ions arc bound to travel

along the axis of the electron beam.

Identification oI’ lines emitted from low dmrgcd ion stages for calibration is one

of the keys the TGS precision results. Precise measurements of such lines has bccn

performed for ninny ycars utilizing sources designcd for low charge state ion produc-

tion such ~$ spectral lamps and vacuum spark plasmas. Using thcsc sources, values

for the wavelengths of these transitions have been well established. For the present

measurements Nc and Kr ~vere used ~u~ the calibration sources. Figure 7.2 shows the

spectra of un-trappcd Nc and Kr resulting from many hours of summed data for gas

at single position of the CCD translation stagc. The strongest lines arc mostly from

the singly-charged states of the rcspectivc elements. The arrows (~.) in the figure

point out the 11 lines that were uscd to calibrate this section. The weak features in

the Nc spectrum between 3580 and 3620 ~, identified as lines from neutral No, are in-

sufficiently intense to bc used for c~tlibration. Kr injection providcd a wcalth of lines

throughout thc 135 ~ bandpass of the mcasurcment. Again, most of the strongcr

lines are singly-ionizcd, though t~vo of those marked with arrows arc identified to

come from doubly-ionized ions. Table A.2 in Appendix A lists the wavelengths and

ionization stages of all of the calibratiou lines.
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A Top Drill Tube ] B

Bottom Drift Tube

Figure 7.1: A and B represent two situations resulting in photon emission from

the region of the electron beam. In A, the ions (dark circles,), injected by tit:her

r.he McVVA or the g~s injector, are trapped by the applied potentials of the drift.

tube and the space charge of the electron bca~n (shaded region). Photons may 

emitted anywhere along the electron beam between the top and bottom drift tubes.

B represents the case of an inverted tr~p. Atoms injected by the gas injector stream

through tim elect{on beam where they can bc collisiona.lly excited a.nd/or ionized.

bu~ not trapped. Photons ca.n only be emitted in the overbg., region of the cylinder

of atoms and the electron beam.

The production of the Ti-likc charge state of W occurs in the range of energies

that is optimal with EBIT. The electron beam energy nccessa.ry to create tim Ti-like

charge state -- 22 remaining bound electrons -is 4.72 kcV [67], an energy at which

currents of 130 mA or more arc normally achieved. To search for the line, EBIT was

set to an electron beam energy E~,~,,, = 4.86 kcV and current I~,,, = 130 mA. The

McVVA was loaded with a W cathode and Cu trigger wire. The detector was set
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Figure 7.2: Sum of data accnmulatcd during injection of neon and krypton. For

both cases EBIT was operated with an inverted trap so that no highly charged
ions wcrc formed. $ indicate lines tha.t were used in the ca.libr,~tion. M~ny of the

umna.rkcd lines, particularly in the Kr spectrum, arc unidentified in the stm~d~rd
reI’crcnce t~tbles. They arc likely to be from doubly- or triply-charged ions of Kr.

Some of these lines, for instance, the Kr line at 3586/~, m’e significa.ntly cnlmnccd

when the trap is turned on suggesting they m~y be from a.n even higher chazgc state.

to the longest wavelength setting - such that the longest wavelength impinging the

detector was about 3880/~. The detector accumulated sigmtl for 20 mim~tcs at a trine,

was then moved by half of its width towards shorter wavelengths, and started again.

In this way the entire spectral region, except the longest and shortest cxtrema, was
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observed t.wice. Only ore’ line was detected in the band spanning down ~o 3430 ~.

The disappearance of the line after lowering the beam energy below tlmt necessary

to create ~hc Ti-likc charge state and the relatively’ close agreement of its wavelength

with the theoretical treatment by Fcldman et al. verified its identification as the

.1 = 2 - 3 transition. Tim electron beam energy was then adjusted until an optimal

count, rate was achieved in t he libra. Data was accumulated h~r many hours, alternating

tim W-hlcVVA injection with either the Ne ¢,r I(r gas injection. Figure 7.3a shows the

signhl from the CCD plo~ted alo~g the calibr~ttcd wavclcngtl~ axis. The wavelength

w~s measured to bc 3627.13 A with a FWHM of 1.32 ~.

Of interest from the viewpoint of plasma diagnostics is ~mt only ~tm wavelength

of the transition, but its behavior, or more specifically, i~s comet rate as a function

of electron beam cacrgy. Figure ~.3b displays the count rate (count, s/20 minutes)

as a fl.mction of the total beam energy, taking into account the sum of the applied

potentials ~nim]s the space charge of the electrons in the beam. This W transition

samples electrons with energies in the range of 5 - 6 kcV, having a peak intensity

corresp¢~nding to a beam energy of 5.5 keV. Due to the typically Maxwcllian-shapcd

electron temperature distribution in a tokamak plasma, the line should be detectable

in plasmas witl~ peak tcmperturcs of roughly 3 - 8 kcV.

h,lethods of statistical analysis of spectral lines wcrc discussed in some detail in

Chap.6. The same principles can be applied here. h,lultiplc measurements of the same

line under various conditions wcrc made. Ead~ of the lines contains a statistically

significant number of counts. Using a purely statistical approach, the error in each

measurement amounts to about 0.(}51 chammls, or equivalently, 0.(}{}71 A. llowever,

the scat~.cr of the various measurements was larger, the standard deviation of ~hc fir.s
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Figure 7.3: (a) Spectrum from a siz,gle setti~,g of the TGS from 356J5-3700 .~.

The single lint:, the only one de~ec.ted in the spcctra.l band from 34~0-.3880 ,~, is

identified as the Ti-like W grouad level J = 2-3 transition. (b) The tot~fl number 

counts above background colh:cted by the spectrometer por 20 minutes as a. function

of electron beam energy. As was truc in the pre, vious chapters, these energies ha.ve

incorporated applied potentials to the drift tube assembly and the middle drift tube,

and an estinmtion for the space charge. The energy necessary to crca.tc the Ti-like

charge state is 4.72 keV (dotted line in figure). The line is most intense ~t ~ bcsm

energy of 5.5 kcV.

being 0.72 channels - about 0.10/~. The majority of the calibration lines are known to

better than 0.01 ~ and, therefore,, add no significant adjustments to the error budget.

A word shoukt be said about the 0.72 channel scatter of the, various mea,suremcnts.

There are several factors that, in principle, could contribute to such a scatter: the
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shifting of the electron beam within EBIT, movcmcnt of the entire optical system

during the measurement, or shifts of the spectral lines duc to "bad-pixel filtering"

during da~a analysis. Thc TGS optical system produces a one-to-one inmge of the

clcctron beam at the dctcctor, therefore, a shift of 1 channel at the detector would

bc caused by ~hc translation of the electron beam by 25 #m. Ho~vcver, systematic

studies of the stability o[ the electron bcam, carried out ~ part of this thcsis, have.

shown that. by tutoring steady state thcrc is no measurable shift in thc clcctron bc~xm’s

position [28]. Thc beam’s position has bccn shown to changc slightly as thc bcam

energy is changed (about. 6 pm max.), bu[. only with changes in energy that required

the re-tuning of EBIT. Throughout thcsc measurements, no re-tuning was required.

Additionally,, many other high-prccision cxperimcnt:s previously performed on EBI’I’

would have detected similar shifts of an un-stablc electron beam.

Movement of the spectrometer system is a second possibility. This mow~ment

would have to be traced to some sort of cxtcrnal intcraction. The optical table is

rigidly mounted to its stand, which in turn, is boltcd onto the concrete floor, reduc-

ing the lmssibilit), of motion duc to vibrations or accidental bumping. The internal

components are also rigidly attached to the table making cvcn slight movcmcnts un-

likcly. Itowcvcr, thermal cxpansion of the optical tablc resulting from temperature

fluctual, ions in the room m~kv tmvc a significant effect. A tcmpcraturc change in the

EBIT-II laboratory room of 1 to 3 ~C throughout a twenty-four hour pcriod has been

h~und to bc common. This is particularly significant since meausure~nents at EBIT

~rc performed da~" and night. An analysis of the spcctrometcr’s geonmtry, using

the coefficient of linear cxpansion for thc aluminum optical table, has estimated the

thermal shi[t to bc approximately 4 #m/° C.
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The third possibility is that: during the CCD pixcl filtering process (i.e. removal

of cosmic rays from the da.ta) the center position of the fitted spectral lines may bc

shifted. The CCD dctcctor uscd in the TGS is controlled by a different software

package than that uscd by the FFS (othbrwise, the dctcctors arc identical). This

newer soft.ware includes a hmction used to remove the cosmic ray spikes, whercas the

tiltcring of the FFS images is performed using software written by l, his author (scc

Appendix C). The commercial software detccts the bad pixels only by comparing

the counts in each pixcl to a uscr-supplicd cut-off percentage variation from the

local median. It. titan replaces thc w~luc of the bad pixel with the average of

surrounding pixcls, which possibly can lead to broadcuing, or shifting of the resulting

line position. "Cosmic rays" affect approximately 40(} out of the 260,0(}0 binned pixcls

((}.15%) during a normal 20 minute exposure. The W liuc is contained on a section 

,,~ 2400 -lcngth × 2*FWHM -binned pixels amounting to, on ~veragc, less than four

bad pixcls in the W region per cxposure. To look for any shift resulting from filtering,

sevcral spectra were filtcrcd using w~rious levels of "cut-off." With no filtering, the

spcctral liuc could not bc adequatcly fitted by a Gm~ssian, but very low lcvcls of

filtering eliminatcd enough of the severe points for good fitting. It was found that as

the lcvcl of filtering was increased, small shifts in the line position were measured, but

only on the level of less than 0.1 channcls, morc oftcn, much less than this. Noted,

however, was a broadening of thc lines to the order of 5°£. This is not surprising since

the bad pixel rcplaccmcnt valuc is an average of neighboring pixcls. A 5% broadening

should have no dclet;erious cfi’cc~s on the linc positiom

From thc above considerations, it can bc concluded that thermal shifts are the

most likely cause of the roughly 18 p?n scatter of thc measured linc positions noted in
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the analysis. Future measurements will have to address this issue if better precision

is to be achieved. There arc several possibilities to improve t.hc precision. Thermal

sta~bilizatiou of the optical (,able could climinate the majority of t, hc scatter. Mouitor-

ing the temperature of the room in ~hc vicinity of the spectrometer during the data

acquision would allow for "post acquisitiou" shift adjustment. A third possibility

would bc f,’equent calibration (every two hours) so that the effect of the shift can 

minimized. :]’his would be effective since tim ~empcr~tturc changes ()(:cur over ma,~y

ho~lrs.

7.2 Results

Measurements of the Ti-likc ground state J = 2 -- 3 M1 transitio,~ have bccn pre-

viously made by gronps at various EBITs wo,’ld-widc including NIST, Oxford, and

Tokyo fbr elements in the range Z = 53-64. These mid-Z elements arc importaut and

showed that the trends predicted by Feld,nan e( al. were generally correct. Meast, rc-

mcnr.s a~ higher Z arc required to make the measurement of this transition useful for

highcr plasma tc,nperatures. Figure 7.4 shows a summary of all of the reported EBIT

work on the same scale as thc Feldman predictions. The solid line connecting the pre-

dicted values, a spli,w fit to the points, elucidates the trend to,yards Z-independence

of the wavclcugth between Z = 60- 75. Though s~ill showing somewhat of a plateau,

the experiments have ,’evc~dcd a greatcr depende~,ce on Z throughout the region. It~

thcrcfo,’c, appc~rs possible to positively idcntify the elemental source of such lines in

a plasma unambiguously, cveu with a modest resolution spcct,’oscopic systc,n. The

w~vclet~gth ~rcnd is, ,m~w-thc-lcss, suft3ciently stable i,~ tim [IV so tha~ thc line may

be used as a diagnostic as described before. Beyond a Z of 80, thc thcory is still
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untest.ed, arid may prove to drop more sharply than predicted. Measurement of t,his

transition at higher Z may prove challenging since tile branching ratio to the .J = 2

st.atc decreases significantly.

Since the ti,nc of the first n~easurcments of t,his transition, some new theoretical

predictions of the wavelengths have been n~ade. Along with their reporting of the

measurements of this transition iu Nd"~s+ and Gd4~+, Serpa ¢:t al. used the mcasure-

,nents to adjust atomic parameters and calculated "i,nprovcd wavele,~gths for all such

M1 t,’ausitions between Xe (Z = 54) and Os (Z = 76)" [63]. For \~,f~+, they predicted

tlmt tire scale facsor to would bc 1.0: that: is, the W li,~e would occur at tile waveleugth

predicted by their own MCDF calculatious - 20/~ short.er than what was predicted

by F(.’ldma,~ et al. ,Just. after the first, umasurenlcnts were reported and about the

time that the "scaling" predictions wcrc made, an attempt was made by Indelicato to

improve the original calculations 1W includi,~g retardation to all orders, maki,ig the

magnetic interaction self-consistent, and by doing MCDF calculations wish a larger

basis set using both valence-shell and core correlations, but. better agreement with the

,ncasurements was ,~ot achieved [68]. It was concluded that. these "improvements"

affected the J = 2 and the .J = 3 states equally. Subsequent to this report, Beck el.

al. performed ab initw calculations of the J = 2 - 3 energy difference [69]. Though

this work resulted iu better agreement with the previously measured transitious (to

within 1.5%), no predictions were made toxvard cleme,~ts of higher-Z, or evcu for

elcmc,~t riot pr(:viously measured. IIowever, very recently theoretical predictions have

beeu made by Kato e~, al. which promisingly come close to this measured value for

tungste,~ [70]. Their predicted value of 3625.7 2~ is only 1.4/~ shorter than what is

measu,’ed and improves the accuracy of predictions by nearly two orders of magni-
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Figure 7,4: Comp~risou of the wavelengths of the Ti-like J = 2 - 3 ground state

transit.ion predicted by Fcldmt~n ct al. and measured at various EBITs. A represent

the clcmeats ~br which the predictions were made and the solid linc is ~ fit to those

po[nt.s emph~izing the trend of wavelc~gths; ̄  ma.rk the mcasurcments reported by

the NIST EBIT gr~mp; + depict the points messurcd a.t the Tokyo EBIT; x show the

two) mca.~urcments t’rom the LLNL EBIT at highes~ Z. Not shown is a mcasurcmc~t

from the Oxford E]-3IT of the tr~msition i~ Ba (Z = 56) which agrees with the other

two reported measurements. The error for each of these measurements is nmch

smaller them the relative size of the m~rkers.

tudc. The close agreement to the measurement suggests that. the new calculations

may well fill the void of unmeasured elements between Gd and W. It would still be
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intcrcsting and usefiil to continue such measuremcnts at cven highcr Z. Since thcsc

transitions should be wcak due to thc competition of thc J = ,1 - 3 transition, thc

success of these measurcmcnts will depcnd cvcn morc on thc use of high-efficicncy

optics.



8 SUMMARY

8.1 Results

This work has successfully described several new measurements of interest for plasma

diagnostics and measurements of radiative losses from heavy impnrit;y ions of a vari-

ety of plasma sources focusing, however, on those rcla.ted to toka.mak/fl~sion plasmas.

The first: part c~f this dissertation has provided a complete description of the exper-

imental facility, the clcctrou beam ion trap, used to supply a source ol: ions with

sclectabk~ ionization stages. The design of two new spectrometers has also bccn

thoroughly described, each capable of high-resolution, time integrated me~urcments

over a broad spectrum m~d each making use of sensitive CCD detectors. The EUV

flat-field spectrometer uses either of two commercial, variable-line-spaced, concave,

grazing-incidence, reflection gratings to provide spectral access from 10 to greater

than 300 ~.. The spectronmter vacuun~ housing im:ludcs in situ focus adjustment

and a differential pumping system. Having the diffracted photons impinge upon the

detector at normal incidence produces improved collectkm efficiency over the usual

grazing-incidence collection inherent of typical "Rowland circle" based spectrometers.

The other system, the high-citk’Sency, high-precision, UV/visible spectrometer, uses

a large (6" diameter) quartz, transmission grating manufactured at LLNL as the dis-

pcrsive clcnmnt. Together with a set of two matching f/4.6 achromatic lenses, this

system can bc used for precision spectral analysis from wavclengt.hs less than 3000 to

greater than 5000 A.

114
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h~easurclnents of W in the spectral range of 40 - 85 A have been knowu to be uscflfl

to the determination of plasma conditions m~d impurity concentrations in tokamaks.

In fact, Asmussen et, al. [12] used a measure~ncnt of the total tu~gstcn radiation

obtained from bolomctric mcasurcments, and calculated radiation losses to attain a

value for the impurity concc~xtration of W in the ASDEX Upgrade tokamak experi-

ment. Spectroscopic observations of a quasi-continuum structurc intcnsity ncar 50/~

werc shown to provide a more sensitive impurity probe. Additionally, comparisons

of the intensity of isolated lines from intermediate charge states were compared to

calculated results, from which the W concentration at the core of the plas~na was

determined. Each of these measurements relied upon theoretical predictions of wave-

lengths ~nd/or iutcnsitics as a critical part of the analysis. The present work provides

a needed systematic experimental check of the thcorctical work. It has been shown

ghat the atomic structure tlmory used by Fournier [13] provides reasonably accurate

wavelength predictions. In all cases the predicted wavclcngths agrcc witliin about

1/~ of the ~ncasurcd lines. Even better agreement was found fl)r transitions with ouly

a few electrons outsidc of the closed n = 3 shell. Sincc thc relative concentrations of

each of the ionic stages of W could not be independently determined, no mcersurc of

the intensities between charge states was possible. Howcver, the relative intensities of

each of the li~ms from the same charge state is also providcd in the tables iu Chap. 5,

wlrere the intensity is given as a ratio of the fitted area of the line to the fitted area

of the strongest prcdicted line. Some disagreement is aoted bctween thc prcdicted

and the measured relative intensities. In particular, the ratio of the intensities of the

4s - 4p aad the 4p -- ,~p to the 4p - 4d transitions differs by about a factor of two.

Sevcral possibilities for the diffcrcucc have been investigatcd including precise inca-
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surcments of the spectrometers efficiency as a function of phoi:on energy, improved

calculatious using parameters more si~nilt~r to EBIT than tokamak (e.g. narrow elec-

tron beam energy spread), and more complete calculations including recombination.

Each of these issues Will need to be addressed if the relative intcusity is to bc known

to better than a factor of ~wo.

Through a series of precise measurements of the ,ls~/.~ - ,lp.~/.~ transition along the

C~L isoclectronic’, sequence, critical comparisons have been made of some of the best

theoretical predictions of the energies of tr~tnsitious within ions having a large munber

(29) of bound electrons. This same ~ransition has previously bccn systematically

studied though a series of experiments using laser produced plasmas as a source: of

high-Z (Z = 70) ions ~rlcl tokamak plasmas as a source for mid-r~mgc (Z = 40 to 

clcmenl.s. At tile cross-over between these two types ot’ source there lind been noted

to bc ~ shift in the ~.rcnd of the measured transition energies. That is, measurements

made using the tol~unak plasma source match very well to theory, while the laser

produced plasma results arc ~nostly at higher energies than theory prcdic[.s. Six high-

Z elements spanning the upper portion of the periodic table were chosen ~o bc usecl

to make a set of systematic precision measurements of this transition using the tlat-

field EUV spectrometer with the Livcrmore EBIT. These results exhibit, very good

agreemcut with the theory of Johuson et. al. [15] after QED corrections of either

Kim et al. [16], using a semi-cmpiric~l method, or Bhmdell [17], who macle ab initio

calculations arc added. Tile precision achicw.’,d for each of these EBIT measurements

is better than 8 m,~,. A slight divergence of the EBIT mcasurcct values from theory

at Z _> 9{) suggests that refinement of the theory might still 1)c necessar.x.,, especially

since it is notccl in the paper of Kim et al. that for Z >_ 90 new parameters for the
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nuclear size wcrc used. An independent measurement of this transition with precision

better than 1 m~ would also serve to validate these measurements.

One of thc most useful spectroscopic diagnostics of a plasma is an isolated, intense

transition in thc visible or near UV. Such alinc can bc used to measure thc bulk

plasma motion (the Dopph;r broadening is measurable from the Gaussian width),

the ion temperature, and magnetic field strength (Zccman effect). As such, forbid-

den (M1) transitions fulfill an important role in the diagnosis of high-temperaturc

plasmas. Through a survey of ions with ground terms of the type 3s~3p"3d~, Feld-

man: Indelicato, and Sugar identiticd a transition in the ground state of Ti-likc ions

(3s’~3pC’3d"~) which has an mmsual behavior: the ,I = 2 - 3 transition wa.vclcngth is

nearly independent of Z over a broad range of ions [21]. Subsequent met~surements

i’rom elements near the lower end of this range of Z at the NIST EBIT yielded re-

sults that were close to (about 2(}0 ~ longer than) thc prcdictcd wavelengths. 

single measurement at the high-Z ead of the ra.ngc (Au, Z = 79) from the LLNL

EBIT showed that this difference was reduced to less than 50 ~ but there still re-

mained a gap ]~ct~vccn this point and the next highest-Z, Z = 64, the point where thc

J = 4 - 3 transition begins to dominate the J = 2- 3 ~nd the predicted "flatness" of

the transiti(m energy function is most pronounccd. In this work tins bccn presented

a measurement of this transition from W, an clcmcnt of special intercst to toktunak

plasmas. This high precision UV measurement idcntificd unambiguously the wave-

length at 3627.13 q- 0.10 ~, about 80 ,/~ longer wavelength tha~ the calculations of

Fcldman ctal. prcdictcd. Having an ionization energy of ~1.7 kcV, this Ti-like W

transition should be strong in plasmas wi~h 5-6 keV clcctrons. New calculatioas by

Kato have achieved agreemcnt with this measurement to a level of bcttcr than 2 ,~.
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8.2 Suggestions for future research

The,’c is much research still to bc done on EBIT in terms of EUV and UV/visible

spectroscopy. The following are suggestions for mcasuremeuts rcMted to the present

work.

¯ Most importantly, a calibration of the EUV spcctromctcr’s respo,~sc as a func-

tion of energy should be made. This requires resources, such as a calibrated

light source, outside of the EBIT facility such as could bc provided by syu-

chrotron radiatio,~. Plans arc currently under way to make such ~ncasurcmcnts

during the first half of calender year 20(}0 at the Lawrence Berkeley L~dyoratory

Advauced Light St~urcc (ALS).

¯ In order t~) be able to study fine details of the QED calculations, the C.u-likc

mcasurcment.s could lye prefornm’d at higher resolution. This would also

necessary in order to know better the total QED effects at high-Z. However,

this requires a new spectroscopic system with greater resolving power a,~d/or

CCD (or other type) detector with at least 5× smaller pixel size.

¯ The ,m:asuremcnt of the Ti-like transition for W filled a void in bhc experimental

data to show the predictions of a slowly varying energy for this transition as a

function of Z are more or less correct. As plasma tempera.tures become hotter,

it would bc usch~l to know the trend of the wavclcngth at the high-Z end of

the periodic l, ablc. Therefore, it. would lye useful to make ,neasurcmm}ts of the

tra,~sit;ion in several more elemcnts, such as Pb, Th, aml U. These measurements

could easily be done with iustrui,mi~tation currc,ltly available for use ou EBIT-II.
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A TABLES OF LINES AND ENERGIES

A.1 Calibration Lines

Table A.I: Lines used in the calibration of t.he fiat-tick| spectromctcr spectr~t

desc.ribcd in this work. The values for hydrogen-like ions were c~cula~:cd by

Johnson and Soft [71]~ the helium-like lines are taken fl’om the ca.lcubttions by

13r~k~, [72]; the Li-likc Nc w~.velcngths come from Tondello m~d P~got [58]~ and

the Ne-likc Ar were measured by Phillips and Parker [59]. Wave,lengths marked

with m~ * come fl’om measur~mcnts by Edl~n [73]. M~ny of these lines also ha.ve

been l.~bulatcd by Kelly as hmnd in [74]. Values listed fl~r ~he hydrogen-like

and helium-like have an accepted accuracy of at least ~1 in the last digit listed;

nmasurcments fi~r the Li-lik~, Ne claim to be good to ~5; while ~br the case of

Ne-likc Ar the reported accuracy is ~2. (Scc table on next. page.)
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FFS Calibration Lines

Element (Z) Ion Type Identification Wewelcngth (A)

33.7396

33.7342

4(}.2680

24.7846

2,1.7792

20.91(}*

29.08,13

28.787[}

24.898*

23.771’

18.9725

18.9671

21.8036

21.6015

88.092

67.382

60.796

57.747

56.043

48.730

49.180
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Table A.2: Wavelengths of the li,ms used in the ca|ibration of a single setting

for the TGS. The tl,ird column shows the state of the ion: II -- singly-chargcd;

III --- doubly-charged. The lines are listed in order of imp’teasing wa.velcngth. The.
precision of each line is better thin, il i,~ the last digit shown. The single w~,vc-

length marked by ~h~, * is the weighted average of ~n t,nresolvcd blend of two

lines. E~ch of the other lines appears well resolved. These w~velengths arc ta.kcn
fro,n the N~tio,ml Burc~.u of Standa.rds co~npilatio,~ Wavelengths and

P~vbabililic.~ for A~.om.~ and Atomic Ions, Pm’~. 1 [75].

TGS Calibration Lines

Spectrum

Elcnmnt Wavelength (/~) number

No. 3568.50 II

Nc 35:17.47’ II

Kr 36(}7.88 II

Kr 3641.34 III

Nc 3643.93 II

Kr 3653.928 II

Ne 3864.07 II

Kr 3669.01 II

Kr 3686.182 II

Kr 3690.65 III

Nc 3694.21 II



A.2 Ionization :Energies
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Table A.3: Relevant ionization energies for ~hc zneasuremcnt of 4.sl/~ - 4pa/2
transitions for 6 high-Z elements [67]. These c~culatcd v~flues have m~ estimated

precision of about 1%.

Ionization Energies (kcV)

Element. (Z) Zu-likc Cu-likc Ni-like

Yb (70) 1.9943 2.0488 3.4546

W (74) 2.3708 2.,1299 4.0648

Au (79) 2.8930 2.9581 4.8960

Pb (82) 3.2352 3.3{)39 5.4314

Th (90) ,1.2614 ..1.3402 6.9933

U (92) 4.5456 4.6270 7.4144



B CONCAVE GRATING THEORY

B.1 Uniformly Spaced Grooves

Consider a sphcrically concave grating with a uniform groove separation, d, oriented

with the x-axis nc~rmal to the grating at its ccntcr, the z-axis parallel to the grooves,

and thc y-axis complci;ing the regular Cartesian coordinate system, as shown in

Fig B.1. A(x, y, z) rcprcscnts a point on the cntrancc slit, B(x’, y’, z’) rcprescnts a

cal point, P(u. ’w, l) represents a point on the grating surface, and O(0, 0, 0) indicates

the origin of the coordinate systcm on the surface of the grating. For the condition

of constructivc intcrfcrencc of light from A, striking two grooves some distaace, w,

apart i~naged at B, it must be true that the path diffcrencc,

~ = ~ (B.1)
d ’

whcrc A is the wavelength of light, and ~n is an intcgcr (m = 1,2,3...). For 

arbitrary ligh~ path, the path ftmction, F, m~kv bc written

F = AP + BP + A (B.2)

The distances AP and BP m~y be rcpresentcd in terms of Cartesian coordinates as

(AP)~ = (x - u)~ + (y - +v)~ + (z - l)~ (B.3)

and

(~.~,)~ = (x’ - .~,)~ (:¢ -.~)~+ (:- z)~’ (B.a)

I~ is convicnicnt to represent the distances from AO and BO in terms of their

angles of iacidcncc and difl’ractio~ in the xy-plaac, therefore introducing cylindrical

123
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Z

’, y’, 2)

Figuro B.I: Conc~,ve grating geometry.

coordinates with their origin coinci(ling with that of the. Cartesian system,

sin a V’ = ’r" sin B

Note that t:hc signs of (.~ and ,’3 are opposite if A and B lie on difi’erent sides of the

xz-plane.

Consider: also. that any point, P. on thc grating surf~,cc lies on ~t sphere of radius,

R. centered at the position (R.. O, 0), t, hat can be represent.cd by the equation

R~ = (’u - R)~ + w’ + l~ (B.6)
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which, solw’.d for u, yields

~, =/~ + ~/R= - (.to~ (B.~)

Only the mimes sign is iml)ortant here since thc plus sign rcprc.scnts solutions on the

opposite side of the sphere where no grating exists. Inserting Eqs. B.5 and B.7 into

gq. B.3 yields the expression for (AP)’~

(B.8)

which can be rearranged to be

(AP)’~ = .r~ --2r.w sin a +w2 + (z- l) ’) H-2R’~ (1
\

By series expansion of the term within the square root of the form

(1 - ~,) ---~ 1 ~,, !r~ ~ r~a¯ 2~, 8~,~ - ~g, + "’ wherc a < b, then

(AP)~= (r- wsina’)= + (z - l) ’) -/~rcos¢.,___R___. + w~ (c°s~ a rcosa.~ ) 

R ] k 4R~ + 81Z4 -[ ....
(B.10)

’Ihking tl,e square root of both sides and exl)anding ~hc right hand side leads to the

restd~

AP = r -- w sin e¢ +
2(r - w sin c~)

z’a - 21z
2(r -- ~,, sin ~)

(~ -. ~) (("’~ el~)
~(,, ~ .zo,in ~.) ~ T ~ .. ...

" " + 2(r - ’to sin a) 2(, ..... w sin o’) 

(1:~) ((w~+l=)=)

*¢ ’ .... + HOT
8(r - w sin ~)::~

(B.11)

where HOT refers to higher order terms not considered here. Expanding
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yields a final expression for AP

(B.12)

A similar expression can be found for BP by replacing all of the rs by r’s, the zs by

Z’s, alld the as by/3s.

Fimtlly, an expression tbr F can be written as

F = F1 + F~ + I{~ + b:t q. b}, -]- HOT(.u,, l) A (B.13)

where

wlz’sinfl

(B.16)

(B.17)
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By Format’s Principle of least time, point B is located such that F will be an

cxtrcmc for any point P. Since A a~d B are fixed while P is any point on the

grating, the conditions for F to bc an extreme arc

OF ~F

c~t~ = 0 and ~ = 0
(B.19)

If these wcrc to be ~rue for any pair (w, l) for a fixed point B, then B would bc 

perfect focus. However, since OF/Ow and OF/Ol arc still functions of l and ’w these

functions may not bc made zero for B unless the constant term and all coefficients

of I a.nd w in OF/O.w and OF/O/arc made zero. This can not be done for ~t concave

grating. The reason is stated clearly by Namioka [,17]:

A r~.y diffracted from a point P(w, l) goes in the direction specified 

[~ and z’/r’ which arc determined by (OF/Ow and OF/Ol). Since/~ and

z’/.r ~ arc functions of w and l, this direction of the diffracted ray changes

slightly with the position of the point P. Therefore, when the point P

wanders over the ruled area of the grating, diffracted rays fall on slightly

dilh;rcnt points on the focal plane. In order to produce an image with

the lcas~ aberration, the dependcace of fl and z’/r ~ on w and l must bc

minimized.

In the strictest sense: all kinds of aberrations are closely related to each o~her and

should bc treated as a whole for a given system. However, for the purposes here, to

a good approximation the components of F can still bc treated as if independent.

Considering the terms first order in w and l, tha~ is/;’~ + ZX, from B.19

0(N -.’--A) z-
Ol r r’



therefore,

Similarly,

O( F~ -)

Therefore,
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Z Z~

7" ?’~

d = 1 - (sin a + sin B) (B.20)

This equation is a first order approximation to the geometric relation between the

object and image points known as the grating equation.. In most cases, z << r and the

term z’2/2r2 can bc neglected.

In a similar way: consider the lowest order term in w for F,.,. OF~/t)l = 0, identically.

l’5~rther, from 01"~/c3w = 0 we have

From this,

=0

¯ ’ \ r’ ~ =0

By inspection, two solutions m this are

cos a. and r’ = R cos fl (B.21)

and

.a cos2 ,~and r’ = (i1.22)
cos a -I- cos/~

Equation B.21 is the equation of a circle in polar coordinates and is known as

the Rowland Circle. Equation B.2’2 is the condition that the source be at an infinite
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distance ~way.

Two solutions to this are

Consider, now, F,a. t0F:~/0w = 0, identically. 1,Yore OF, a/cOl = 0

cosn _,_I

r = and = (B.23)
COS 6~ COS f~

all([

r = oo and r’ =
R (B.24)

(cos ~ + cos f~)

Equation B.23, complementary to B.21, is the equation of a straight line tangent to

the Rowland circle. Therefore any point on the tangent will bc focused vertically and

I~rought to a horizontal astigmatic line on the same tangent. Equation B.24 shows the

comlition t.o I)c sa~isiicd for stigmatic imaging when the source is at: infinity. Further

corrections can bc made in this way. As will be seen in the next sect;ion, tl,cre is

anothcr w~y to reduce the aberrations of a. concave grating.

B.2 Variably Spaced Grooves

Consider tim case of a spherically shaped concave grating with a groove spacing that

is alh)wcd to vary as a function of w, the horizoni, al distance fi’om the ccutcr of the

grat.ing. Such a grating is described by Harada and Kita [48]. They consider ~u~

in-l)lanc mounting such that z -- ~ =0 and a ruling machine that defines th e blank

translation from the center of the grating to the nth groove as a function of w0 and

0, thc tilt angle of the ruling tool with respect to thc yz plane, as

,tv, = w - ".. tan 0 (B.25)

Thcrcforc, the relation bc~wccn the groove number and position can bc written

1 ( b’~ .~ b.~ ’a b’~ ~
)

= + + + +"’
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where do is the groove spacing at Wo = 0, and b; ~rc the ruling 1)arametcrs. The

groove spach~g, d, can bc written

~’om these equations we can write the modified path function as

F = r .t- r’ -t- wFla + w2B~o + I2Fo~ + mS~ao + "wl~Fl~ + w~l~Ez~ + .w’~Em + l To4 -t- HOT

(B.27)

Some of the terms in Eq. B.27 follow:

The terms of this path function are closely related to those of the uniformly spaccd

groove grating. Fm is related to the dispersion of the grating, F,~0 to ~hc horizontal

focus, F0., to the astigmatism, F:~ to coma-type aberration, and so forth. As with

the uniformly spaced groove grating, the components of the path function including

modifications for the varying groove spacing can bc treated separately. And, again,

as it is impossible to satisfy both conditions from Format’s Principle simultaneously,

each of the terms F/~ must be made zero or minimized to reduce aberration. How-

ever, the inclusion of the ruling parameters allows more ltcxibility in this elimination

or reduction. The gratings used in this work are of this type, collectively known
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as variably-line.-spaccd gratings, or simply as VLS gratings. A subtle, yet t)owerfi.fl:

advantage to this type of grating occurs at grazing incidence. It is possible to choose

the ruling parameters in such a way that the diffracted rays h)cus on a plane whicl~

is nearly perpendicular to direction of tr~tvcl of the diffracted rays. This adw~ntagc is

discussed fi~rther in the main body of tcxt.



C CCD FILTER PROGRAM

The COD filter program was written for the purpose of rcading a 2-di,ncnsional array

stored as a binary file created by Photometrics hnaging Software, PMIS, determining

which of the pixels have becn rendered un-usable by cosmic particles, climinati,lg

thcsc pixcls from the data, collapsing the usable data to a 1-dimensional ’line out’

spectrum, and outputting this information as an ASCII file. The purpose of this

appendix is to describe thc process by which the filtering is done and other important

details. A copy of the program can bc obtained from the Author upon request.

Each pixel in the file is independently examined. The gcncral process of the filtering

of the data involves that each pixcl is colnpared to ncighboring pixcls using critc,’ia

input by the user before filtering. The primary condition for idcntifying a pixcl

as bad is that it has an exceptionally large number of cot, nts as ¢:ompared to its

neighbors. This would indicate t.hat the counts wcrc created by a single, anomalous

event rather than the accunmlation of charge from successive photons hitting the

chip. Throughout most of the filtering process there are thrcc active columns of data.

This is truc cxccpt for filtering of the first and last colum,~s on the CCD and these

special cases are handled separately. An outline of the program in flow-chart format

is displayed in Fig. C.1 (see page 13,1). Prior to filtering, the user supplies the

inforxnation regarding the filtering limits and the range of cohmms to bc summed for

the line out. 2’11¢: limits arc defined as (fbr clarity, coh.tnms are designated by n, with

an alphabetic range star~,ing with ’a’, and rows by i, with a muneric range beginning

with ’1’: ’Across’ means varying n; ’Along’ means varying i):

132
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¯ Step size across: llcquircs the diffcrcnce between the curreutly active pixcl and

either of the neighboring pixels across the dispersion direction to bc less tlmn

this limit.

¯ Step size along: Requires thc difference betwccn thc currently active pixel mid

either of thc ucighboring pixcls along the dispersion dircctiou to be less than

this limit.

¯ Maximmn Value: Requires that any pixcl have [ewcr than this mnnber of counts.

The range of cohmms allows the user to choose how much of the spectrum should bc

added to thc line-out. Various versions of the program producc one, three, or eight

indcpcndcnt line-nuts, which allows tbr scctioniug of the data. Other user supplied

information is:

¯ File name and path

¯ Number of consecutive tiles to bc filtcred

¯ Request for output filc in PMI sokw~e fornmt

¯ I~cqucst for histogram of counts

¯ Bias Value: the most likely number of counts that a bad pixel would havc if not

for the anomalous event. This is used whcn filtcring thc first and last columns

only.

Use of this softwarc is an iterativc task. It is neccssary to examine the output file to be

assured that the bad pixcls have been satisfactorily climinatcd, while avoiding cutting

away i~nportant spectral information. By making adjustments to the maximum pixel

allowance and the two stcp-sizcs, thc user can optimize thc filtcring process.
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I
Read first two [
columns (a, b)

t Begin pixel a-with I

Contpare (a-i) 

to Max Pixel

a-i < Max

If in range, ,’tdd
to lineout- I.

i-)i+ 

a-i > Max

Replace with
user defined
Bias value

i = i,,.,:., Read third column tc), (b) becomes active

Go to first
pixel in active

columrl

+ I becomes active
n+ l -’)n

Read next column

i </m,,x

Determine [
average oi"3

least neighbors

Compare pixel
to all

conditions

If any are true,
the pixel is bad

not bad t

If in range, add [
to lineout-i.
i-)i+l

Conditions

1: ni > Max Pixel

2:([ni-n(i-I )[ or [ni-n(i+l)]) > Step 

3:([vi-(n-I)iI or ]hi-(n+ I)i[) > Step Along

4:lni-"3-average"I > 0.8*Step Across

[ bad
Replace with

3-average

II < tlm:~x [ /’! ----- Ilm,’tx

I
i= im,,x, II ’--) II + 

Write LINEOUT
to data file

Figure C.I: CCD filter program out.line.



REFERENCES

[1] I.H. IIutchinson. Principles of Plasma Diagnostics. Cambridge University Press,

1987. ISBN 0-521-38583-0.

[2] M.L. Apicclla, G. Apruzzesc, M. Borra, G. Bracco, M. Ciotti, I. Condrea,

F. Crisanti, It. de Angclis, C. Fcrro, L. Gabellicri, G. Gatti.. H. Krocglcr,

M. Lcigheb, G. Maddahma, G. Maruccia, G. Mazzitclli, D. Pacclla, V. Peric.oli-

Ridollini, L. Picmni, R. Zagorski, F. Alladio, R.. Bartiromo, G. Buceti, P. Bu-

ratti, C. Ccntioli, V. Cocilow~, B. Esposito, A. ~¥attolillo, E. Giovannozzi,

M. Grolli, A. Imparato, L. Lovisctto, P. Micozzi, S. Migliori, A. Molcti, F. Or-

sitto, L. Panaccionc, M. Pannclla, S. Podda, G.B. Righctti, E. Stcrnini, A.A.

Tuccillo, O. Tudisco, F. Valc~,tc, V. Vitah:, R. Zanino, V. Zanza, and M. Zcrbini.

Experimcnt.s ia FTU with diffcrcnt limitcr matcria.ls. Nucl. Fusion., 37(3):381-

396, 1997.

[3] E. Himmv, K. Bol, D. Dinmck, R.J. IIawryluk, D. Johnson, M. Mattioli,

E. Mcscrvcy, and S. Von Goclcr. Effects of tungsten radiation on thc bchav-

iour of PLT tokamak dischargcs. N~.cl. Fusion., 18(9):1305--1307, 1978.

[4] 12. Parker, G. Janeschitz, H.D. Pacher, D. Post, S. Chiocchio, G. Fedcrici,

P. Ladd, ITER Joint Central l~:am, and Home Tcmn. Plasma-wall interactions

in ITER. ,]. Nucl. Mater., 241-243:1-26, 1997.

[5] D. Naujoks, K. Asmussen, M. Bessenrodt-Webcrpals, S. Deschka, R.. Dttx, W. En-

gclhardt, A.R. Field. G. Fussmann, J.C. Fuchs, C. Garci~.Rosales, S. IIirsch,

135



136

P. Ignacz, G. Lieder, K.F. Mast, R. Ncu, R. Radtkc, .]. Roth, U. \,Vc,~zel. and

the ASDEX Upgrade Team. Tungsten as t~rgct material in fusion devices. Nucl.

I~sion., 36(6):671-.687, 1996.

[6] C. Garc~a-Rosalcs. Erosion processes in plasma-wall interactions. J. Nucl.

Mater., 211:202-214, 1994.

[7] J.F. S(:,.ely, C.M. Brown. and W.E. Bchring. Transitions in Fe-, Co-, Cu-, and

Zn-likc ions of W and I~.c.J. Opt. Soc. Am. B, 6(1):3-G, .Jammry 1989.

[8] C.M. Brown, .J.F. Secly. D.R. Kania, B.A. IIammcl. C.A. Back, I~..W. Lcc.

A. Bar-Shalom, and W.E. Behring. Wavelengths and energy levels for the

Zn I isoclectronic sequence Sn"~°~ through U)~’ . At. Data Nucl. Data Table’.s,

58(2):203---217, November 1994.

[9] J.F. Seely, C.M. Brow,~) and U. Fcld,mm. Wavelengths and energy levels for tim

Cu-likc isoelectronic sequcncc R.u~s~ through UTM . At. Data Nucl. Data Tables,

43(1):1,i5- 159, September 1989.

[10] R.C,. Islet, R.V. Neidigh, and R.D. Cowan. Ttmgstcn raditttion from t.okamak-

produced plasmas. Phys. Re..v. A, 63(3):295---297, 1977.

[11] M. Finkentha.1, L.K. Huang, S. Lippmann, H.W. Moos, P. Mandclbaum, J.L.

Schwob, and M. Klapisch. Soft X-ray bands of highly ionized tungsten, gold,

and lead e,nitted by the TEXT tokamak plasma. Physics Left. A, 127(5):255-

258, February 1988.

[12] K. Asmussen, K.B. F~urnier, J.M. Laming, I~.. Ncu, J.F. Sccly, lq.. Dux, W. Engel-

hardt, J.C. Fuchs, and the ASDEX Upgrade Team. Spectroscopic investigations



137

of ttlngsl,en in the EUV region and the determinat:iou of its conceutration in

~okamaks. Nucl. ~sion., 38(7):967-986, 3uly 1998.

[13] K.B. Fournier. Ato~nic data and spectral line in~ensi~ies for highly ionized ~uns~en

(Co-like ~~ to t Kb-like Wa~~) i n ahigh-temperature low-density plasma.

Data Nucl. Data. 7~blcs, 68:1--48, ,January 1998.

[14] .J.R.. Crcspo 1,6pez-Urrutia, P. Bciersdorfer, K. Widmann: B.B. Birkctt, A.-M.

Miirtcnsson-Peudrill, aud M.G.H. Gustavsson. Nuclear magnetization distril)-

ution radii dct.erminscd by tWpcrfine transitions in the ls level of H-like ions

~sr’ReZa+ and la71~e7’t+. Phys. Rev. A, 57(2):879 887, February 1998.

[15] W.R. Johnson: S.A. Blundell, and J. Sapirsteiu. Many-body perturbation-theory

calculations of energy levels aloug the copper isoclcctronic sequen(:e. Phys. I~¢v.

A, 42(3):1087-~095, August 1990.

[16] Y.-K. Kim, D.H. Balk, P. Indclicato, and ,J.P. Desclaux. Resonance transition

energies of Li-likc, Na-like, and Cu-likc ions. Phys. Rcv. A, 44(1):148-166, 3ttly

1991.

[17] S.A. Blundell. Calculations of the screened self-energy and vacuum polarization

in Li-likc, Na-like, and Cu-like ions. Phys. Rev. A, 47(3):1790. 1803,.March 1993.

[18] K.T. Cheng and R.A. ~.gner. Quantum clectrodynamics efibrts in the ~ - 4p

transitions in Cu-likc and Zn-like ions. Phys. Rcv. A, 36(11):5435-5438, Dcccm-

I)er 1987.



138

[19] J. Sugar and V. I(auflnan. Predicted wavelengths and transition rates for

magnetic-dipole transitions within 3s’~3p" ground configurations of ionized cu

to too. J. Opt.. Soc. Am. B, 1(1):218-223, April 1984.

[20] V. Kmffm~tn and ,1. Sugar. F~rbidden lines in ns"npk ground configurations and

nsnp cx(:itcd configurations of beryllium through molybdenum atoms and ions.

J. Ph.ys. Ch.em. Ref. Data, 15(1):321-426, 1986.

[21] U. Feldman, P. Indclicato, and J. Sugar. Magnetic dipole line fi’om U-LXXI

ground-term levels predicted at 3200 ~i,. j. Opt. Soc. Am. B, 8(1):3. 5, January

1991.

[22] S. Suckewer and E. Him,or. Obserw~tion of a forbidden line of Fc XX and

its application for ion temperature me~urements in the princeton large torus

tokamak. Ph.ys. Rev. Left., .’11(11):756-759, September 1978.

[23] C.A. Morgan, F.G. Scrpa, E. Tak~ics, E.S. Meyer, J.D. Gillaspy, .I. Sugar, J.R.

Roberts, C.M. Brown, and U. Fchiman. Obscrval, ion of visible and uv mag-

net.ic dipole transitions in highly charged xelmn and barium. Phys. Rev. Lett.,

74(1(}):1716-1719, March 1995.

[2.1]R.E. Marrs, M.A. Lcvine. D.A. Knapp, m~d J.R. IIcnderson. Measurement of

electron-impact-excitation cross sections for very highly charged ions. Phys. Rev.

Left., 60(17):1715-1718, April 1988.

[25] M.A. Lcvine, R.E. Marrs, D.A. Knapp, and M.B. Schneider. The electron

beam ion trap: a new instrument for atomic physics measurements. Phy,s. Scr.,

T22:157 163, 1988.



139

[26] M.A. Levine, R.E. Marrs, J.N. Bardsley, P. Bcicrsdorfer, C.L. Bennett, M.H.

Chcn, T. Cowan, D. Dictrich, J.R. Henderson, D.A. Knapp, A. Ostcrheld, B.M.

Penctrantc, M.B. Schneider, and J.H. Scofield. The use of and electro,1 bca,n ion

trap in thc study of highly charged ions. IVucl. Instrum. Meth. B, 43:431-440,

1989.

[27] S.R. Elliot, P. Bciersdorfcr, and J. Nilsen. EBIT X-ray spectroscopy studies for

applicatio,ls to photo-pumped X-ray lasers. UCRL 116836, Lawrence Livermore

National Laboratory, May 1994.

[28] S.B. Uttcr: P. Beicrsdorfcr, J.R. Crcspo L6pcz-Urrutia, and K. Widmann. Po-

sitio,~ and size of the electron beam in the high-cnerg3’ clcctro,~ beam ion trap.

Nucl. In.strum. Meth. A: 428:276-283, 1999.

[29] D. Vogel. Design and operation of the electron beam ion trap. UCRL 104990,

Lawrence Livcrmorc National Laboratory, May 199{}.

[30] D.A. Kmipp, ll..E. Marrs, S.I1.. Elliott, E.W. Magcc, and R. Zasadzinski. A high-

c,~ergy clectro,~ beam io,~ trap for production of high-charge high-Z ions. Nucl.

I’nstr~m. Moth. A, 334:305-312, 1993.

[31] R.E. Marts, P. Bcicrsdorfer, m~d D. Sctmcider. The clcctro,~-beam ion trap. Phys.

Today, 47(1(})’.27-34, October 1994. Errata: LLNL Ion-Trap Exp’t’s Austrian

Apparatus, Physics Today, Vol.48 March 1995, pg.128.

[32] l~..F,, h’Iarrs, P. Bcicrsdorfer, S.II.. Elliot, D.A. Knapp, and T. Stochlker. The

super clcctro,~ beam ion trap. Phys. Scr., T59:941--944, 1995.



140

133]K. Widmann. Iligh-resolution Spect~vscopic Diagnostics of Very High-

tempcratu.lv Plas.mas in the Itard X-ray Regime. PhD thesis, Technische Uni-

vcrsit~t Graz, June 1998. Work performed at LLNL EBIT.

[34] Evgcni D. Donets. Historical review of electron beam ions sources. Ib’~v. Sci.

Inst~’um., 69(2):614--619, February 1998.

[35] P. Bciersdorfcr and B.J. Wargclin. Low energy X-ray spectrometer fi)r an electron

beam ion ~:rap. Rcv. Sci. lnstrum., 65(1):13, January 1994.

[36] P. Bcicrsdorfer, R.E. Marrs, ,J.R. Henderson, D.A. Knapp, M.A. Lcvine, D.B.

Platt, M.B. Schneider, D.A. Vogel, and K.L. Wong. High resolution x rt\y spec-

trometer for an clectron beam ion trap. Re:v. Sci. lnstrwm.., 61(9):2338--2342,

September 1990.

[37] K. Widmann, P. Bciersdorfcr.. G.V. Brown, ,J.R. Crespo Ixipez Urrutia, V. De-

caux: and D.W. Savin. A high-rcsolution transmission type x.-ray spectrometer

designed for obscrvation of the Ka. trm~sitions of highly charged high-Z ious.

Roy. Sci. Inst~’~m., 68(1):1087-1090, 1997.

J.I¢. Crcspo Ldpez-Urrutia: P. Beiersdorfer, D.W. Savin, and K. Wid~namL Di-

rect observation of the spontaneous emission of the hypcrfine transition F=4 to

F=3 iu ground state hydrogenlikc ~Ho~~ in an electron beam ion trap. Ph.ys.

Rcv. Lett., 77(5):826.829, July 1996.

[39] P. Bciersdorh:r, J.R. Crcspo L6pcz-Urrutia, E. FSrster, J. h’Iahiri, and K. Wid-

mamL Very high resolution soft X-ray spectrometer tbr an electron beam ion

trap. Rev. Sci. lustrv.m., 68(1):1077-1079, January 1997.



141

[40] M.A. Lcvine, I~..E. Marrs, C.L. Bennett, J.IL Henderson, D.A. Knapp, and M.B.

Schneider. EBIT: Electron beam ion trap. In A. Hershcovitch, editor, Interna-

tional Symposium on Electron Beam Ion Sources and Their Applications, AIP

Conference Proceedings No. 188, pages 82-101. AIP, New York, 1989.

[41] I.G. Brown, J.E. Galvin, B.F. Gavin, and R.A. MacGill. Metal vapor vacuum

arc ion sourc.e. Rev. Sci. Inst~’um., 57(6):1069-1084, ,]une 1986.

[42] Marylin B. Schneider, Morton A. Levine, Charles L. Bennett. J.R. Henderson,

D.A. Knapp, and R.E. Marrs. Evaporative cooling of highly charged ions in

EBIT. In A. Hershcovitch, editor, International Symposium on Electwn Be.am

Ion Sources and Their Apl)lications, AIP Conference Proceedings No. 188, pages

158-165. AIP, New York, 1989.

[43] P. Bciersdorfcr, L. Schwcikhard, J.R. Crespo Ix~pez-Urrutia, and K. Widmmm.

The magnetic trapping mode of an Electron Beam Ion Trap: New opportunities

h~r highly charged ion research. Re.v. Sci. Instrum., 67(11):3818-3826, November

1996.

[44] tt.A. Rowland. Phil. Mag., 16:197 and 210, 1883. needs to be listed as citation

from secondary source (sampson1967).

[45] J.A.R. Sampson. Techniq.ucs of Vacuum Ult.raviolet Spectroscopy. Pied Publica-

tions, Lincoln, Nebraska,, 1982.

[46] H.G. Bcutler. Theory of the concave grating. J. Opt. Soc. Am., 35(5):311-350,

May 1945.



142

147]T. Namioka. Theory of the concave grating. I. J. Opt. Soe,. Am., ,19(5):446 460,

May 1959.

[48] T. tIarada and T. Kita. Mo, chanically ruled abcrration-corrcc~,ed concave grat-

ings. Appl. Opt., 19(23):3987-3993, 1980.

[49] J.L. Schwob, A.W. Woutcrs, and S. Suckewcr. High-resolution duo-multichmmel

soft X-ray spectrometer for tokmnak plasma diagnostics. .lore’hal of Electron

Spectroscopy and Related Ph.eno.m.e,ru~, 67(3):463.478, June 199,1.

[50] C..H. Skinner aml J.L. Schwob. Charge-coupled-de, vice detection of soft x rays

h~r grazing-incidence spcctromctcrs. Appl. Opt., 35(22):4321 432.t, August 1996.

151]A. Saemann and K. Eidmann. Absolute calibration of a flat fMd spectrometer

in tim wavclenth range 10 70 J~,. Rev. Sci. Instru.m., 69(5):1949 -1954, May 1998.

[52] S.B. Utter, G. V. Brown, P. Beiersdorfcr, E. J. Clothiaux, and N. K. Podder.

Grazing-incidcncc measuremcnts of L-shell emission fl’om highly charged Fe in

thc soft X-ray region. Rev. Sci. Instr’um., 70(1):284-287, Jmmary 1999.

[53] H.T. Nguyen, B.W. Shore, S.J. Bryan, J.A. Brittcn, It..D. Boyd, and M.D. Perry.

tligh-cflicicncy fuscd-silica transmission gatings. Optics Letters, 22(3):1,12 14,1,

February 1997.

[54] G. Schriever. R. Lebert, A. Naweed, S. Magcr, W. Neff, S. Kraft, P. Scholze,

and G. Uhn. Calibration of charge couplcd devices and a pinhole transmission

grating to bc used as elcments of a soft X-ray spectrograph. Rev. Sci. Inst,’urn.,

68(9):3301-3306, September 1997.



lt13

[55] Y. Li, G.l). Tsakiris: and R. Sigel. Self-calibration of a thinned backside-

illuminated chargc couplcd device in the soft X-ray region. Rev. Sci. Instrum.,

66(1):80--86, January 1995.

[56] K.B. Fournicr, August 1999. Privatc commmtication: Recalculation of the tran-

sition energies and intcnsity predictions for intermediate chargc statc W ions

using parmnctcrs similar to those in EBIT.

[57] J.F. Sccly, J.O. F, kbcrg, C.M. Brown, U. Fcldman, W.E. Behring, J. Reader, and

h,I.C. Richm’dson. Laser produced spectra and QED effects for Fc-, Co-.. Cu-,

m~d Zn-likc ions of Art, P]): Bi, Th, and U. Phys. flev. Lett.., 57(23):292,1-- 2926,

December 1986.

i58] G. ’Ib~tdcllo and T.h’[. Paget. Grazing incidence spectra of Ne VII and Nc VIII.

.1. Phy.~’. B, 3:1757-1762, 1970.

[59] L.W. Phillips and W.L. Parker. Spectra of argon in the extreme ultraviolet.

Phys. Rev., 60:301---307, August 1941.

[60] L. Lyons. Statistics for nuclear and particle physicists. Press Syndicate of the

University of Cambridge, New York, NY 10011-4211, USA, 1!)86.

[61] I).R. Kania, B.J. MacGowan, C.J. Kcanc, C.M. Brown, J.O. Ekberg, J.F. Seely,

U. Fcldman, and J. Reader. Transitions a.nd energy-levels for Cu-like Yb’~1 ~,

Ta"~+, and Ua3~. .]. Opt. Soc. Am. B, 7(10):1993-1996, October 1990.

[62] G.A. Doschck, U. Fcldman, C.M. Brown, J.F. Scely,.J.O. Ekberg, W.E. Bchri~g,

and M.C. Richardson. Spectra aad energy levels of Sm XXXIV, Eu XXXV, Gd

XXXVI, and Yb XXXXII..]. Opt. Soc. Am. B, 5(2):243-246, February 1988.



144

[63] F.G. Serpa, E.S. Meyer: C.A. Morgml, .:I.D. Gillat~sy, J. Sugar, J.R. Roberts,

C.M. Brown, and U. F(~ldman. Anomalous Z dcpcl~dencc of a magnetic dipole

transition in the Ti I isoelectronic sequence. Phys. Rev. A, 53(4):2220-2224,

April 1996.

[64] D.J. Biebcr, I-I.S. Margolis, P.K. Oxley, and J.D. Silver. Studies of magnetic

dipole transitions in highly charged argon and barium using m~ electron be:am

ion trap. Phys. Scr., T73:64-66, 1997.

[65] F.J. Currcll, D. Kato, N. Nakamura, S. Ohtat~i, E.J. Sokell, It. Watanabc, and

C. Y~tmada. Electron - ion inl, eractions and spectroscopy of highly charged ions

studied using the Tokyo EBIT. Phys. Scr., T80:154--157~ 1999.

[66] E. Triibert, P. Bcicrsdorfcr, S.B. Utter, and J.ll.. C, rcspo Ldpcz-Urrutia. Forbid-

den transitions in tim visible spectra of an clcctron beam ion trap (EBIT). Phys.

Scr., 58(6):599-604, December 1998.

[67] J.H. Scoficld. Ionization energies for particular number of bound electrons, pri-

vatc conununication. Combination of w~lucs from Moore, relativistic Itartrce-

Slatcr and I-Iartrcc-Fock calculations.

[68] P. Indelicato. lt,clativistic cffccts in few-electron hcatvy ions. Ab initio evaluation

of levels energy and tra.nsitions probabilities. Phys. Scr., T65:57--62, 1996.

[69] D.R. Bccl¢. Ilelativistic configuration-intcracti(m re.suits for Xe,~a2: Ba

and Gd’~ "~D" ,l = 2 to J = 3 energy diffc, rcnccs. Phys. I~e~. A, 56(3):2.128-

2430, Septcmbcr 1997.



145

[70] D. Kato, T. Fukami, T. Kinugawa, S. Ohtani, H. Watanabc, and C. Yamada.

Magnetic-dipole transitions between ground-state fine-structure levels of Ti-like

highly charged ions. In Proceedings for 1999 ISAPP, Tokyo, Japan; 1999. In

press.

[71] W.R. Johnson and G. Soft. The Lamb shift in hydrogcn-.likc ato~ns, 1 <_ Z _< 100.

At. Data Nucl. Data Tables, 33(3):4(}5-446, November 1985.

[72] G.W. Drake. Ihcort.tlcal energies for the n = I and 2 states of the hcliuln

isoclcctronic sequence up to 7. = 100. Can. J. Phys., 66:586- 611: 1988.

[73} B. Edl~n. \,%~avclcngth measurements in the vacuum ultra-violet:. Rcp. Prog.

Phys., 26:181- 212, 1963.

[7d] R.L. Kelly. Atomic and Ionic Spect.rum Lines below 2000/[ngslroms: IIy&v.qen

through Krypton, volume 16. Amcrican Chemical Socicty, 1155 16th St. N.W.:

Washington, DC 20036-9976, 1987. Supplement No. 1 of Journal of Physical and

Chemical Reference Data.

[75] J. Reader and C.H. Corliss. Wavelengths and Transition Probabilities for Atoms

and Atomic: Ions: Part 1. National Standards Reference Data Series. U.S. Dc-

pa,’tment of Comznerce, National Bureau of Standards, nsrds-nbs 68 edition,

1980.


